
 

 

 

 

 

 

 

 

 

 

 

     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

SCHEME        : 2019

PROGRAM     : CSE (CYBER SECURITY)ME



 

CCT 401 ETHICAL HACKING 
CATEGORY L T P Credits 

Year of 
Introduction 

PCC 2 1 0 3 2019 

 
Preamble:  
 
The course enables students to learn ethical hacking and security challenges in computer networking. 

It addresses the data security issues, types of attacks including malwares, viruses, sniffer and denial 

of service. Students will also learn how to protect the network system using firewalls and filters, 

about the legal, professional and ethical issues. 

 
Prerequisite: Knowledge in Cryptography, System and Network Security, Computer Networks. 

 

Course Outcomes: After the completion of the course the student will be able to 

CO# Course Outcomes 

CO1 
Explain the basic concepts of Ethical hacking. (Cognitive Knowledge Level: 
Understand) 

CO2 
Utilize the tools to conduct competitive intelligence and social engineering. 
(Cognitive Knowledge Level: Apply) 

CO3 
Examine the different types of cyber and network attack vectors and players. 
(Cognitive Knowledge Level: Apply) 

CO4 
Use different security techniques to protect system and user data. (Cognitive 
Knowledge Level: Apply) 

CO5 
Infer the basic concepts of logging and safeguard controls/measures. (Cognitive 
Knowledge Level: Understand) 

 

Mapping of course outcomes with program outcomes 

 

 PO1 PO2 PO3 PO4 PO5 PO6 
PO
7 
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9 

PO1
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 Abstract POs defined by National Board of Accreditation 

 PO# Broad PO PO# Broad PO 

 PO1 Engineering Knowledge PO7 Environment and Sustainability 

 PO2 Problem Analysis PO8 Ethics 

 PO3 Design/Development of solutions PO9 Individual and team work 

 
PO4 

Conduct investigations of complex 
problems PO10 Communication 

 PO5 Modern tool usage PO11 Project Management and Finance 

 PO6 The Engineer and Society PO12 Lifelong learning 

 
Assessment Pattern 
 

Bloom’s Category 

Continuous Assessment Tests End Semester 
Examination 

Marks (%) Test1 (%) Test2 (%) 

Remember 30 30 30 

Understand 30 30 30 

Apply 40 40 40 

Analyze    

Evaluate    

Create    

Mark Distribution 

Total Marks CIE Marks ESE Marks ESE Duration 

150 50 100 3 hours 

 



Continuous Internal Evaluation Pattern: 

Attendance                                        : 10 marks 

Continuous Assessment Tests               : 25 marks 

Continuous Assessment Assignment   : 15 marks 

 

Internal Examination Pattern: 

Each of the two internal examinations has to be conducted out of 50 marks. First Internal Examination 
shall be preferably conducted after completing the first half of the syllabus and the Second Internal 
Examination shall be preferably conducted after completing the remaining part of the syllabus. There 
will be two parts: Part A and Part B.  Part A contains 5 questions (preferably, 2 questions each from the 
completed modules and 1 question from the partly covered module), having 3 marks for each question 
adding up to 15 marks for part A. Students should answer all questions from Part A. Part B contains 7 
questions (preferably, 3 questions each from the completed modules and 1 question from the partly 
covered module), each with 7 marks. Out of the 7 questions in Part B, a student should answer any 5. 

End Semester Examination Pattern: 

There will be two parts; Part A and Part B. Part A contain 10 questions with 2 questions from each 
module, having 3 marks for each question. Students should answer all questions. Part B contains 2 
questions from each module of which a student should answer any one. Each question can have a 
maximum 2 subdivisions and carries 14 marks. 

 

Syllabus 

Module 1(Introduction to Ethical Hacking) 
 
Elements of Information Security, Authenticity and Non-Repudiation, Security Challenges, Effects of 

Hacking, Hacker – Types of Hacker, Ethical Hacker ,Role of Security and Penetration Tester, 

Penetration Testing Methodologies :– OSSTMM, NIST, OWASP, Categories of Penetration Test, 

Types of Penetration Tests, Vulnerability Assessment. 

 
Module 2(Foot Printing and Social Engineering) 
  
Tools for Foot Printing, Conducting Competitive Intelligence, Google Hacking, Scanning, 

Enumeration, Trojans & Backdoors, Virus & Worms, Proxy & Packet Filtering, Denial of Service, 

Sniffer, Social Engineering–shoulder surfing, Dumpster Diving, Piggybacking. 

 
Module 3(Network attacks) 

Vulnerability Data Resources – Exploit Databases – Network Sniffing – Types of Sniffing – MITM 

Attacks – ARP Attacks – Denial of Service Attacks - Hijacking Session with MITM Attack  -DNS 

Spoofing – ARP Spoofing Attack Manipulating the DNS Records – DHCP Spoofing -Remote 



Exploitation – Attacking Network Remote Services – Overview of Brute Force Attacks – Traditional 

Brute Force – Attacking SMTP – Attacking SQL Servers – Testing for Weak Authentication. 

 
Module 4(Network Protection System & Hacking Web servers) 
  
Routers, Firewall & Honey pots, IDS &IPS, Web Filtering, Vulnerability, Penetration Testing, Session 

Hijacking, Web Server, SQL Injection, Cross Site Scripting, Exploit Writing, Buffer Overflow, Reverse 

Engineering, Email Hacking, Incident Handling & Response, Bluetooth Hacking, Mobiles Phone 

Hacking. 

 
Module 5(Event Logging) 
 
Covering tracks and hiding-Event Logging, Hiding evidence by altering event log. Defenses against log 

and accounting file attacks, Hiding evidence on the network. System hacking: Password Cracking, 

Escalating Privileges, and Hiding Files 

 
Textbooks 

 
1. Michael T Simpson, Kent Back man, James Corley, “Hands on ethical hacking and 

network defense”, Cengage Learning, 2nd edition, 2010. 
2.  Ed Skoudis and Tom Liston, “Counter Hack Reloaded: A step-by-step guide to computer 

attacks and effective defenses”, Prentice Hall Series in Computer Networking and security, 
2nd edition, 2006. 

3. Rafay Baloch, “Ethical Hacking and Penetration Testing Guide”, CRC Press, 2014. 
 
References 

 
1. Kimberly Graves, “Certified Ethical Hacker: A Study Guide”, Wiley Publishing, Inc., 2010. 
2. Stuart Mc Clure, Joel Scambray, “Hacking Exposed 7 :Network Security Secrets & Solutions”,  

McGraw-Hill publishing, edition 7, 2012 
 

Course Level Assessment Questions 

 
Course Outcome 1 (CO1): 

1. Explain the different stages in Ethical hacking. 

2. The role of penetration testers in the current scenario is inevitable. Justify. 

Course Outcome 2 (CO2): 

1. Use a suitable tool to perform any of the social engineering attack. What are its inferences? 

 
 
 
 
 



Course Outcome 3 (CO3):  
 

1. Describe how session hijacking is performed by using MITM attack. 
 
2. Use a suitable tool to perform brute force attack. 

 

Course Outcome 4 (CO4): 

1. Explain how vulnerability is assessed using penetration testing. 

2. Cross site scripting can be prevented. Explain. 

Course Outcome 5 (CO5):  

1. Explain the different safeguard measures used to hide evidence. 

2. Password cracking a boon or bane. Explain both contexts. 

MODEL QUESTION PAPER 

 

QP CODE: Reg No:______________  

 

Name :______________          PAGES : 3  

 

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY 

SIXTH SEMESTER B.TECH DEGREE EXAMINATION, MONTH & YEAR 

Course Code: CCT 401 

Course Name: Ethical Hacking 

Max.Marks:100          Duration: 3 Hours 

PART A 

Answer all Questions. Each question carries 3 Marks 

1. What are the different stages involved in hacking? 

2. Define the basic elements of information security. 

3. What is foot printing? How is it done? 

4. How Distributed DoS is different from DoS? 

5. Explain network sniffing. 

6. How is Brute-force attack performed? 

7. What is SQL injection? How can you find whether the website is affected by SQL injection? 

8. What is cross-site scripting and what are its different variations? 

 

 

 



9. List out the challenges in password cracking. 

10. Define Event logging. 

(10*3=30 Marks) 

PART B 

Answer any One Question from each module.Each question carries 14 Marks 

 

11(a) Write down the security challenges in information security.   (6 marks) 

    (b) Describe the different types of penetration testing.                (8 marks) 

OR 

12(a) Explain the role of a penetration tester in ethical hacking.    (8 marks) 

    (b) Describe how vulnerability assessment is done.     (6 marks) 

 

13(a) Explain any one method to showcase dumpster diving social engineering attack.  (8marks) 

    (b)What are the results obtained by the usage of foot printing tools?    (6 marks) 

OR 

14(a) Explain how social enumeration is performed.     (6marks) 

    (b) Illustrate the working of network sniffers.      (8 marks) 

 

15(a) How DNS records can be manipulated using ARP spoofing?   (6 marks) 

    (b) Explain network sniffing and its different types?     (8marks) 

OR 

16(a) Describe DHCP Spoofing.        (6marks) 

    (b) How SQL Servers are vulnerable attacked?     (8marks) 

 

17(a) Compare and contrast Session Hijacking & SQL Injection.   (8marks) 

    (b)Explain how Reverse Engineering is done.      (6marks) 

OR 

18(a) Differentiate Bluetooth Hacking & Mobile Phone Hacking.   (6marks) 

    (b) Explain the concept of Incident Handling & Response.    (8 marks) 

 

19(a) How can we hide evidence by altering event logs?     (6marks) 

    (b) What are the defense methods taken against log and accounting file attacks? (8marks) 

OR 

20(a) Explain how Password cracking method is used for system hacking? Explain any 

          one tool used for cracking usernames and passwords.    (8marks) 

    (b) Evidence on network can be hidden. Justify?     (6 marks) 

 



TEACHING PLAN 

Sl.No Contents 

No. of Lecture 

Hrs  

(37) 

Module 1(Introduction to Ethical Hacking) (8 hrs) 
1.1 Elements of Information Security, Authenticity and Non-

Repudiation 
1 

1.2 Security Challenges, Effects of Hacking 1 

1.3 Hacker – Types of Hacker, Ethical Hacker- Explanation 1 

1.4 Role of Security and Penetration Tester 1 

1.5 Penetration Testing Methodologies:–OSSTMM, NIST 1 

1.6 OWASP 1 

1.7 Categories of Penetration Test, Types of Penetration Tests 1 

1.8 Vulnerability Assessment 1 

Module 2(Foot Printing and Social Engineering) (6 hrs) 
2.1 Tools for Foot Printing, Conducting Competitive Intelligence 1 

2.2 Google Hacking, Scanning, Enumeration 1 

2.3 Trojans & Backdoors, Virus & Worms 1 

2.4 Proxy & Packet Filtering 1 

2.5 Denial of Service, Sniffer 1 

2.6 Social Engineering – shoulder surfing, Dumpster Diving, 

Piggybacking 
1 

Module 3(Network attacks) ( 9 hrs) 

3.1 Vulnerability Data Resources – Exploit Databases 1 

3.2 Network Sniffing – Types of Sniffing 1 

3.3 MITM Attacks – ARP Attacks, Denial of Service Attacks 1 

3.4 Hijacking Session with MITM Attack 1 

3.5 DNS Spoofing – ARP Spoofing Attack  1 

3.6 Manipulating the DNS Records – DHCP Spoofing 1 

3.7 Remote Exploitation – Attacking Network Remote Services 1 

3.8 Overview of Brute Force Attacks – Traditional Brute Force 1 

3.9 
Attacking SMTP – Attacking SQL Servers, Testing for Weak 

Authentication 
1 

Module 4(Network Protection System & Hacking Web servers) ( 8 hrs) 
4.1 Routers, Firewall & Honeypots 1 

4.2 IDS & IPS, Web Filtering, Vulnerability 1 



4.3 Penetration Testing, Session Hijacking, Web Server 1 

4.4 SQL Injection 1 

4.5 Cross-Site-Scripting, Exploit Writing, Buffer-Overflow 1 

4.6 Reverse Engineering, Email Hacking 1 

4.7 Incident Handling & Response, Bluetooth Hacking 1 

4.8 Mobiles Phone Hacking 1 

Module 5(Event Logging) (6 hrs) 
5.1 Covering tracks and hiding-Event-Logging 1 

5.2 Hidingevidence by altering event log 1 

5.3 Defenses against log and accounting file attacks 1 

5.4 Hiding evidence on the network. 1 

5.5 System hacking: Password Cracking,  1 

5.6 Escalating Privileges, and Hiding Files 1 

 



 

 CCL 411 
ETHICAL 
HACKING 

LAB 

CATEGORY L T P CREDITS 
Year of  

Introduction 

PCC 0 0 3 2 2019 
 

 

Preamble: The aim of the course is to give practical exposure on various methods used in Ethical 

Hacking and to trace out vulnerabilities. 

Prerequisite: Topics covered under the course Ethical Hacking. 

Course Outcomes: After the completion of the course the student will be able to 
 

CO1 
Use the tools available in Kali Linux to perform Reconnaissance (Cognitive 
Knowledge Level: Apply) 

CO2 
Use the tools available online or in Kali Linux to perform Configuration and 
deployment testing (Cognitive Knowledge Level: Apply) 

CO3 
  Compute Infrastructure and Application Admin Interface (Cognitive Knowledge  
  Level: Apply) 

CO4 
Use the tools available online or in Kali Linux to perform identity management testing 
(Cognitive Knowledge Level :Apply) 

CO5 
Use the tools available online or in Kali Linux to perform authorization and 
authentication testing (Cognitive Knowledge Level: Apply) 

CO6 
  Use the tools available online or in Kali Linux to perform input validation and client   
  side testing (Cognitive Knowledge Level : Apply) 

 
Mapping of course outcomes with program outcomes 
 

 PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 
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Abstract POs defined by National Board of Accreditation 

PO# Broad PO PO# Broad PO 

PO1 Engineering Knowledge PO7 Environment and Sustainability 

PO2 Problem Analysis PO8 Ethics 

PO3 Design/Development of solutions PO9 Individual and teamwork 

 
PO4 

  Conduct investigations of complex    
  problems 

PO10 Communication 

PO5 Modern tool usage PO11 Project Management and Finance 

PO6 The Engineer and Society PO12 Lifelong learning 

 

Assessment Pattern 
 

Bloom’s Category 
Continuous Assessment 
Test (Internal Exam)(%) 

End Semester Examination (%) 

Remember 20 20 

Understand 20 20 

Apply 60 60 

Analyse   

Evaluate   

Create   

Mark Distribution 
 

Total Marks CIE Marks ESE Marks ESE Duration 

150 75 75 3 hours 

 
Continuous Internal Evaluation Pattern: 
 
Attendance : 15 marks 
 

     



Continuous Evaluation in Lab              : 30 marks 

Continuous Assessment Test : 15 marks 

Viva-voce : 15marks 

 

Internal Examination Pattern:  

 

The marks will be distributed as Algorithm 30 marks, Program20 marks, Output 20 marks and 

Viva 30 marks. Total 100 marks which will be converted out of 75 while calculating Internal 

Evaluation marks. 

End Semester Examination Pattern:  

The marks will be distributed as Algorithm 30 marks, Program 20 marks, Output 20 marks and 

Viva 30 marks. Total 100 marks will be converted out of 75 for End Semester Examination. 

 

Operating System to Use in Lab  : Kali Linux/Windows 7/8/10  

 Software to Use in Lab             : Penetration Testing Softwares/Tools- Open Source 

 
Fair Lab Record: 

All Students attending the Lab should have a Fair Record. The fair record should be produced in 

the University Lab Examination. Every experiment conducted in the lab should be noted in the 

fair record. For every experiment in the fair record the right  hand page should contain Experiment 

Heading, Experiment Number, Date of Experiment, Aim of Experiment, Data Structure used and 

the operations performed on them, Details of Experiment including algorithm and Result of 

Experiment. The left hand page should contain a print out of the code used for the experiment and 

sample output obtained for a set of input. 

 
 

Syllabus 
 

1. Application Penetration Testing for Network Foot printing (Reconnaissance) and  
Vulnerability Assessment 
 

2. Test for Configuration and deployment 
 Checking for known server vulnerabilities using scanning ' ZAP' or wpscan , NVD database 

       Sensitive files using spidering or crawling 
 Using robots. txt file finding unreferenced directories 
 

3. Enumerate Infrastructure and Application Admin Interface 



Using Google dorks, Hydra tool and ZAP, Finding sub domain info, The harvestor tool, 
Recon-ng, DDnsrecon, Dig 

 
4. Identity Management Testing 

Test Role Definitions 
Test User Registration Process 
Testing for Account Enumeration and Guessable User Account 
Testing for Weak or Unenforced Username Policy 

              
5. Authentication and Authorization Testing 

Testing for Default Credentials 
Testing for Weak Lock out Mechanism 
Testing for Browser Cache Weaknesses 
Testing for Weak Password Policy 
Testing for Weak Password Change or Reset Functionalities 
 

6. Input Validation Testing 
Testing for SQL Injection 
 

7. Client-side Testing 
Testing for Cross Site Scripting 
Testing for JavaScript Execution 
Testing for HTML Injection 

 

PRACTICE QUESTIONS 
 

List of Exercises/ Experiments 

 
1. Using any reconnaissance tool perform active reconaissance 
2. Check for known server vulnerabilities using scanning ' ZAP' or wpscan or  NVD 

database. 
3. Use the following tools to  Enumerate Infrastructure and Application Admin Interface 

Google dorks, Hydra tool and ZAP, Finding sub domain info, The harvestor tool, Recon-ng, 
Dnsrecon, Dig 

4. Perform Identity Management Testing 
5. Perform Authentication and Authorization Testing 
6. Perform Input Validation Testing 
7. Perform Client side testing 

 
 

 



CCQ 413 SEMINAR 
CATEGORY L T P Credits 

Year of 
Introduction 

PWS 0 0 3 2 2019 

 
 

Preamble: The course ‘Seminar’ is intended to enable a B.Tech graduate to read, understand, present 

and prepare report about an academic document. The learner shall search in the literature including 

peer reviewed journals, conference, books, project reports etc., and identify an appropriate 

paper/thesis/report in her/his area of interest, in consultation with her/his seminar guide. This course 

can help the learner to experience how a presentation can be made about a selected academic 

document and also empower her/him to prepare a technical report. 

 

Course Objectives:  

 To do literature survey in a selected area of study. 

 To understand an academic document from the literate and to give a presentation about it. 

 To prepare a technical report. 

Course Outcomes: After the successful completion of the course the students will be able to 

 

CO# Course Outcomes 

CO1 
Identify academic documents from the literature which are related to her/his areas 

of interest (Cognitive knowledge level: Apply). 

CO2 
Read and apprehend an academic document from the literature which is related to 

her/ his areas of interest (Cognitive knowledge level: Analyze) 

CO3 
Prepare a presentation about an academic document (Cognitive knowledge level: 

Create) 

CO4 
Give a presentation about an academic document (Cognitive knowledge level: 

Apply). 

CO5 Prepare a technical report (Cognitive knowledge level:Create) 

 

Mapping of course outcomes with program outcomes 

 

 PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1 2 2 1 1  2 1     3 



CO2 3 3 2 3  2 1     3 

CO3 3 2   3   1  2  3 

CO4 3    2   1  3  3 

CO5 3 3 3 3 2 2  2  3  3 

 
 

Abstract POs defined by National Board of Accreditation 

PO# Broad PO PO# Broad PO 

PO1 Engineering Knowledge PO7 Environment and Sustainability 

PO2 Problem Analysis PO8 Ethics 

PO3 Design/Development of solutions PO9 Individual and team work 

PO4 
Conduct investigations of complex 
problems PO10 Communication 

PO5 Modern tool usage PO11 Project Management and Finance 

PO6 The Engineer and Society PO12 Lifelong learning 

 
General Guidelines   
 The Department shall form an Internal Evaluation Committee (IEC) for the seminar with 

academic coordinator for that program as the Chairperson/Chairman and seminar coordinator 

& seminar guide as members. During the seminar presentation of a student, all members of 

IEC shall be present. 

 Formation of IEC and guide allotment shall be completed within a week after the University 

examination (or last working day) of the previous semester. 

 Guide shall provide required input to their students regarding the selection of topic/ paper.  

 Choosing a seminar topic: The topic for a UG seminar should be current and broad based 

rather than a very specific research work. It's advisable to choose a topic for the Seminar to be 

closely linked to the final year project area. Every member of the project team could choose or 



be assigned Seminar topics that covers various aspects linked to the Project area.  

 A topic/paper relevant to the discipline shall be selected by the student during the semester 

break. 

 Topic/Paper shall be finalized in the first week of the semester and shall be submitted to the 

IEC.  

 The IEC shall approve the selected topic/paper by the second week of the semester.  

 Accurate references from genuine peer reviewed published material to be given in the report 

and to be verified. 

Evaluation pattern 

 

Total marks: 100, only CIE, minimum required to pass 50 

 

Seminar Guide: 20 marks (Background Knowledge – 10 (The guide shall give deserving 

marks for a candidate based on the candidate's background knowledge about the topic 

selected), Relevance of the paper/topic selected – 10).  

Seminar Coordinator: 20 marks (Seminar Diary – 10 (Each student shall maintain a seminar 

diary and the guide shall monitor the progress of the seminar work on a weekly basis and shall 

approve the entries in the seminar diary during the weekly meeting with the student), 

Attendance – 10).  

Presentation: 40 marks to be awarded by the IEC (Clarity of presentation – 10, Interactions – 

10 (to be based on the candidate's ability to answer questions during the interactive session of 

her/his presentation), Overall participation – 10 (to be given based on her/his involvement 

during interactive sessions of presentations by other students), Quality of the slides – 10). 

Report: 20 marks to be awarded by the IEC (check for technical content, overall quality, 

templates followed, adequacy of references etc.) 



CCD 415 PROJECT PHASE I 
CATEGORY L T P Credits 

Year of 
Introduction 

PWS 0 0 6 2 2019 

 
 

Preamble: The course ‘Project Work’ is mainly intended to evoke the innovation and invention skills 

in a student. The course will provide an opportunity to synthesize and apply the knowledge and 

analytical skills learned, to be developed as a prototype or simulation. The project extends to 2 

semesters and will be evaluated in the 7th and 8th semester separately, based on the achieved 

objectives. One third of the project credits shall be completed in 7th semester and two third in 8th 

semester. It is recommended that the projects may be finalized in the thrust areas of the respective 

engineering stream or as interdisciplinary projects. Importance should be given to address societal 

problems and developing indigenous technologies. 

 

Course Objectives:  

 To apply engineering knowledge in practical problem solving. 

 To foster innovation in design of products, processes or systems. 

 To develop creative thinking in finding viable solutions to engineering problems. 

Course Outcomes: After the successful completion of the course the students will be able to 

 

CO# Course Outcomes 

CO1 
Model and solve real world problems by applying knowledge across domains (Cognitive 

knowledge level: Apply). 

CO2 
Develop products, processes or technologies for sustainable and socially relevant 

applications (Cognitive knowledge level: Apply). 

CO3 
Function effectively as an individual and as a leader in diverse teams and to comprehend 

and execute designated tasks (Cognitive knowledge level: Apply). 

CO4 
Plan and execute tasks utilizing available resources within timelines, following ethical 

and professional norms (Cognitive knowledge level: Apply) 

CO5 
Identify technology/research gaps and propose innovative/creative solutions (Cognitive 

knowledge level: Analyze). 

CO6 
Organize and communicate technical and scientific findings effectively in written and 

oral forms (Cognitive knowledge level: Apply). 

 

 

 

 

 



Mapping of course outcomes with program outcomes 

 

 PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1 2 2 2 1 2 2 2 1 1 1 1 2 

CO2 2 2 2  1 3 3 1 1  1 1 

CO3         3 2 2 1 

CO4     2   3 2 2 3 2 

CO5 2 3 3 1 2       1 

CO6     2   2 2 3 1 1 

 
 

Abstract POs defined by National Board of Accreditation 

PO# Broad PO PO# Broad PO 

PO1 Engineering Knowledge PO7 Environment and Sustainability 

PO2 Problem Analysis PO8 Ethics 

PO3 Design/Development of solutions PO9 Individual and team work 

PO4 
Conduct investigations of complex 
problems PO10 Communication 

PO5 Modern tool usage PO11 Project Management and Finance 

PO6 The Engineer and Society PO12 Lifelong learning 

 
 
 
 



PROJECT PHASE I 
 

Phase 1 Target  
 
 Literature study/survey of published literature on the assigned topic  

 Formulation of objectives 

 Formulation of hypothesis/ design/ methodology  

 Formulation of work plan and task allocation.  

 Block level design documentation  

 Seeking project funds from various agencies 

 Preliminary Analysis/Modeling/Simulation/Experiment/Design/Feasibility study  

 Preparation of Phase 1 report  

 
Evaluation Guidelines & Rubrics  

          Total: 100 marks (Minimum required to pass: 50 marks).  

 Project progress evaluation by guide: 30 Marks.  

 Interim evaluation by the Evaluation Committee: 20 Marks.  

 Final Evaluation by the Evaluation Committee: 30 Marks.  

 Project Phase - I Report (By Evaluation Committee): 20Marks.  

 

(The evaluation committee comprises HoD or a senior faculty member, Project coordinator and 

project supervisor). 

 

Evaluation by the Guide 

 

The guide/supervisor shall monitor the progress being carried out by the project groups on a 

regular basis. In case it is found that progress is unsatisfactory it shall be reported to the 

Department Evaluation Committee for necessary action. The presence of each student in the 

group and their involvement in all stages of execution of the project shall be ensured by the 

guide. Project evaluation by the guide: 30 Marks. This mark shall be awarded to the students in 

his/her group by considering the following aspects:  

Topic Selection: innovativeness, social relevance etc. (2)  

Problem definition: Identification of the social, environmental and ethical issues of the project 

problem. (2)  

Purpose and need of the project: Detailed and extensive explanation of the purpose and need 

of the project. (3)  

 

 



Project Objectives: All objectives of the proposed work are well defined; Steps to be followed 

to solve the defined problem are clearly specified. (2)  

Project Scheduling & Distribution of Work among Team members: Detailed and extensive 

Scheduling with timelines provided for each phase of project. Work breakdown structure well 

defined. (3)  

Literature survey: Outstanding investigation in all aspects. (4)  

Student’s Diary/ Daily Log: The main purpose of writing daily diary is to cultivate the habit 

of documenting and to encourage the students to search for details. It develops the students’ 

thought process and reasoning abilities. The students should record in the daily/weekly activity 

diary the day to day account of the observations, impressions, information gathered and 

suggestions given, if any. It should contain the sketches & drawings related to the observations 

made by the students. The daily/weekly activity diary shall be signed after every day/week by 

the guide. (7) 

Individual Contribution: The contribution of each student at various stages. (7) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



EVALUATION RUBRICS for PROJECT Phase I: Interim Evaluation 

No. Parameters  Marks Poor Fair  Very Good  Outstanding 

1-a

Topic 
identification, 
selection, 
formulation of 
objectives 
and/or 
literature 
survey. 
(Group 
assessment) 

[CO1] 

 

10 

The team has failed to come 
with a relevant topic in time. 
Needed full assistance to find 
a topic from the guide. They 
do not respond to 
suggestions from the 
evaluation committee and/or 
the guide. No literature 
review was conducted. The 
team tried to gather easy 
information without verifying 
the authenticity. No 
objectives formed yet. 

The team has identified a topic. 
The originally selected topic 
lacks substance and needs to 
be revised. There were 
suggestions given to improve 
the relevance and quality of the 
project topic. Only a few 
relevant references were 
consulted/ studied and there is 
no clear evidence to show the 
team's understanding on the 
same. Some objectives 
identified, but not clear enough. 

Good evidence of the group 
thinking and brainstorming on 
what they are going to build. The 
results of the brainstorming are 
documented and the selection of 
topic is relevant. The review of 
related references was good, but 
there is scope of improvement. 
Objectives formed with good 
clarity, however some objectives 
are not realistic enough. 

The group has brainstormed in an 
excellent manner on what they were 
going to build. The topic selected is 
highly relevant, real world problem 
and is potentially innovative. The 
group shows extreme interest in the 
topic and has conducted extensive 
literature survey in connection with 
the topic. The team has come up 
with clear objectives which are 
feasible. 

(0 – 3 Marks) (4 – 6 Marks)  (7 - 9 Marks)  (10 Marks) 

1-b

Project 
Planning, 
Scheduling 
and 
Resource/ 
Tasks 
Identification 
and 
allocation. 
(Group 
assessment) 

[CO4] 

10 

No evidence of planning or 
scheduling of the project. 
The students did not plan 
what they were going to 
build or plan on what 
materials / resources to use 
in the project. The students 
do not have any idea on the 
budget required. The team 
has not yet decided on who 
does what. No project journal 
kept. 

Some evidence of a primary 
plan. There were some ideas on 
the materials /resources 
required, but not really thought 
out. The students have some 
idea on the finances required, 
but they have not formalized a 
budget plan. Schedules were 
not prepared. The project 
journal has no details. Some 
evidence on task allocation 
among the team members. 

Good evidence of planning 
done. Materials were listed and 
thought out, but the plan 
wasn't quite complete. 
Schedules were prepared, but 
not detailed, and needs 
improvement. Project journal is 
presented but it is not complete 
in all respect / detailed. There 
is better task allocation and 
individual members understand 
about their tasks. There is 
room for improvement. 

Excellent evidence of enterprising 
and extensive project planning. 
Gantt charts were used to depict 
detailed project scheduling. A 
project management/version 
control tool is used to track the 
project, which shows familiarity 
with modern tools. All materials / 
resources were identified and listed 
and anticipation of procuring time 
is done. Detailed budgeting is done. 
All tasks were identified and 
incorporated in the schedule. A 
well-kept project journal shows 
evidence for all the above, in 
addition to the interaction with the 
project guide. Each member knows 
well about their individual tasks. 

(0 – 3 Marks) (4 – 6 Marks)  (7 - 9 Marks)  (10 Marks) 
Phase 1 Interim Evaluation Total Marks: 20 
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EVALUATION RUBRICS for PROJECT Phase I: Final Evaluation 
Sl. 
No. Parameters Marks Poor Fair Very Good Outstanding 

1-c

Formulation 
of Design 
and/or 

Methodology 
and 

Progress. 
(Group 

assessment) 
[CO1] 

 5 

None of the team members 
show any evidence of 
knowledge about the design 
and the methodology adopted 
till now/ to be adopted in the 
later stages. The team has 
not progressed    from    the 
previous stage of evaluation. 

The students have some 
knowledge on the design 
procedure to be adopted, and 
the methodologies. However, the 
team  has  not  made much 
progress  in  the design, and yet 
to catch up with the project 
plan. 

The students are comfortable 
with design methods adopted, 
and they have made some 
progress as per the plan. The 
methodologies are understood 
to a large extent. 

Shows clear evidence of having a 
well- defined design methodology and 
adherence to it. Excellent knowledge 
in design procedure and its 
adaptation. Adherence to project 
plan is commendable. 

 (0 – 1 Marks)  (2 – 3 Marks)  (4 Marks)  (5 Marks) 

1-d

Individual and 
Teamwork 
Leadership 
( Individual 
assessment) 

[CO3] 

 10 

The student does not show 
any interest in the project 
activities, and is a passive 
member. 

The student show some interest 
and participates in some of the 
activities. However, the activities 
are mostly easy and superficial 
in nature. 

The student shows very good 
interest in project, and takes up 
tasks and attempts to  complete 
them. Shows excellent 
responsibility and team skills. 
Supports the other members 
well. 

The student takes a leadership 
position and supports the other 
team members and leads the project. 
Shows clear evidence of leadership. 

 (0 – 3 Marks)  (4 – 6 Marks) (7 - 9 Marks)  (10 Marks) 

Preliminary 
Analysis/ 

Modeling / 
Simulation/ 
Experiment / 

Design/ 
Feasibility 

study 
[CO1] 

 10 

The team has not done any 
preliminary work with respect 
to the analysis/modeling/ 
simulation/experiment/desig
n/feasibility study/ algorithm 
development. 

The team has started doing 
some preliminary work with 
respect to the   project. The 
students however are not 
prepared enough for the work 
and they need to improve a lot. 

There is some evidence to show 
that the team has done good 
amount of preliminary 
investigation and design/ 
analysis/ modeling  etc. 
They can improve further. 

Strong evidence for excellent 
progress in the project. The team 
has completed the required 
preliminary work already and are 
poised to finish  the phase I  in  an 
excellent manner. They have shown 
results to prove their progress. 

1-e

 (0 – 3 Marks)  (4 – 6 Marks)  (7 - 9 Marks)  (10 Marks) 
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1-f

Documentatio
n and 

presentation. 
(Individual & 

group 
assessment). 

[CO6] 

 5 

The team did not document 
the work at all. The project 
journal/diary is not 
presented. The presentation 
was shallow in content and 
dull in appearance. 
The individual student has no 
idea on the presentation of 
his/her part. 

Some documentation is done, 
but not extensive. Interaction 
with the guide is minimal. 
Presentation include some 
points of interest, but overall 
quality needs to be improved. 
Individual performance to be 
improved. 

Most of the project details were 
documented well enough. 
There is scope for 
improvement. The presentation 
is satisfactory. Individual 
performance is good. 

The project stages are extensively 
documented in the report. 
Professional documentation tools 
like LaTeX were used  to document 
the progress of the project along 
with the project journal. The 
documentation structure is well-
planned and can easily grow into the 
project report. 

The presentation is done 
professionally and with great clarity. 
The individual’s performance is 
excellent. 

(0 – 1 Marks)  (2 – 3 Marks)  (4 Marks)  (5 Marks) 

Total 30 Phase - I Final Evaluation Marks: 30 
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EVALUATION RUBRICS for PROJECT Phase I: Report Evaluation 

Sl. 
No.  Parameters Marks Poor Fair Very Good  Outstanding 

The prepared report is 
shallow and not as per 
standard format. It does not 
follow proper organization. 
Contains mostly 
Unacknowledged content. 
Lack of effort in preparation 
is evident. 

Project report follows the 
standard format to some 
extent. However, its 
organization is not very good. 
Language needs to be 
improved. All references are 
not cited properly in the 
report. 

Project report shows 
evidence of systematic 
documentation. Report is 
following the standard 
format and there are only a 
few issues. Organization  of 
the  report  is good. Most 
of references are cited 
properly. 

The report  is   exceptionally good. Neatly 
organized. All references cited 
properly. Diagrams/Figures, Tables and 
equations are properly numbered, and 
listed and clearly shown. Language is 
excellent and follows standard styles. 

1-g Report [CO6] 20 

(0 - 7 Marks)  (8 - 12 Marks)  (13 - 19 Marks)  (20 Marks) 
 Phase - I Project Report Marks: 20 
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CST413 MACHINE LEARNING 
CATEGORY L T P CREDIT YEAR OF 

INTRODUCTION 

PEC 2 1 0 3 2019 
 
Preamble:  This course enables the learners  to understand the advanced concepts and algorithms 
in machine learning. The course covers the standard and most popular supervised learning 
algorithms such as linear regression, logistic regression, decision trees, Bayesian learning and the 
Naive Bayes algorithm, basic clustering algorithms  and classifier performance measures. This 
course helps the students to provide machine learning based solutions to real world problems. 

Prerequisite: Basic understanding of probability theory, linear algebra and Python Programming 
 
Course Outcomes: After the completion of the course the student will be able to 

CO1 Illustrate Machine Learning concepts and basic parameter estimation methods. 
(Cognitive Knowledge Level: Apply) 

CO2 Demonstrate  supervised learning concepts (regression, linear classification). 
(Cognitive Knowledge Level: Apply)  

CO3 Illustrate the concepts of Multilayer neural network and Support Vector Machine 
(Cognitive Knowledge Level: Apply)  

CO4 Describe unsupervised learning concepts and dimensionality reduction techniques. 
(Cognitive Knowledge Level: Apply) 

CO5 Solve real life problems using appropriate machine learning models and evaluate the 
performance measures (Cognitive Knowledge Level: Apply)  

 
Mapping of course outcomes with program outcomes 
 

 PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1             

CO2             

CO3             

CO4             

CO5             
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Abstract POs defined by National Board of Accreditation 

PO# Broad PO PO# Broad PO 

PO1 Engineering Knowledge PO7 Environment and Sustainability 

PO2 Problem Analysis PO8 Ethics  

PO3 Design/Development of solutions PO9 Individual and team work 

 

PO4 
Conduct investigations of 
complex problems 

 

PO10 
 

Communication 

PO5 Modern tool usage PO11 Project Management and Finance 

PO6 The Engineer and Society PO12 Life long learning 

 

Assessment Pattern 

Bloom’s 
Category 

Continuous Assessment Tests End Semester Examination 
Marks (%) 

Test 1 (%) Test 2 (%) 

Remember 30 30 30 

Understand 30 30 30 

Apply 40 40 40 

Analyze    

Evaluate    

Create    

 

 
Mark Distribution  
 

Total Marks CIE Marks ESE Marks ESE Duration 

150 50 100 3 
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Continuous Internal Evaluation Pattern:  

Attendance 10 marks 

Continuous Assessment Tests(Average of  Internal Tests 1 &  2) 25 marks 

Continuous Assessment Assignment 15 marks 

Internal Examination Pattern 

Each of the two internal examinations has to be conducted out of 50 marks. First series test shall 
be preferably conducted after completing the first half of the syllabus and the second series test 
shall be preferably conducted after completing remaining part of the syllabus. There will be two 
parts: Part A and Part B. Part A contains 5 questions (preferably, 2 questions each from the 
completed modules and 1 question from the partly completed module), having 3 marks for each 
question adding up to 15 marks for part A. Students should answer all questions from Part A. Part 
B contains 7 questions (preferably, 3 questions each from the completed modules and 1 question 
from the partly completed module), each with 7 marks. Out of the 7 questions, a student should 
answer any 5. 

End Semester Examination Pattern: 

There will be two parts; Part A and Part B. Part A contains 10 questions with 2 questions from 
each module, having 3 marks for each question. Students should answer all questions. Part B 
contains 2 full questions from each module of which student should answer any one. Each 
question can have maximum 2 sub-divisions and carries 14 marks. 

 

Syllabus 
Module-1 (Overview of machine learning) 

Machine learning paradigms-supervised, semi-supervised, unsupervised, reinforcement learning. 
Basics of parameter estimation - maximum likelihood estimation(MLE) and maximum a posteriori 
estimation(MAP). Introduction to Bayesian formulation. 

Module-2 (Supervised Learning) 

Regression - Linear regression with one variable, Linear regression with multiple variables, 
solution using  gradient descent algorithm and matrix method, basic idea of overfitting in 
regression. Linear Methods for Classification-  Logistic regression, Naive Bayes, Decision tree 
algorithm  ID3. 

Module-3 (Neural Networks (NN) and Support Vector Machines (SVM)) 

Perceptron, Neural  Network - Multilayer feed forward network,  Activation functions (Sigmoid, 
ReLU, Tanh), Backpropagation algorithm. 

COMPUTER SCIENCE AND ENGINEERING



 

SVM - Introduction, Maximum Margin Classification, Mathematics behind Maximum Margin 
Classification, Maximum Margin linear separators, soft margin SVM classifier, non-linear SVM, 
Kernels for learning non-linear functions, polynomial kernel, Radial Basis Function(RBF). 

Module-4 (Unsupervised Learning) 

Clustering - Similarity measures, Hierarchical Agglomerative Clustering, K-means partitional 
clustering, Expectation maximization (EM) for soft clustering. Dimensionality reduction – 
Principal Component Analysis. 

Module-5 (Classification Assessment) 

Classification Performance measures - Precision, Recall, Accuracy, F-Measure, Receiver 
Operating Characteristic Curve(ROC), Area Under Curve(AUC. Bootstrapping, Cross Validation, 
Ensemble methods,   Bias-Variance decomposition.  Case Study:  Develop a classifier for face 
detection. 

Text Book 
1. Ethem Alpaydin, Introduction to Machine Learning, 2nd edition, MIT Press 2010. 
2. Mohammed J. Zaki and Wagner Meira, Data Mining and Analysis: Fundamental Concepts 

and Algorithms,  Cambridge University Press, First South Asia edition, 2016. 
3. Jake VanderPlas, Python Data Science Handbook, O'Reilly Media, 2016 
4. Tom Mitchell, Machine Learning, McGraw-Hill, 1997. 

 
Reference Books 

1. Christopher Bishop. Neural Networks for Pattern Recognition,Oxford University Press, 
1995. 

2. Kevin P. Murphy. Machine Learning: A Probabilistic Perspective, MIT Press 2012. 
3. Trevor Hastie, Robert Tibshirani, Jerome Friedman, The Elements Of Statistical Learning, 

Second edition Springer 2007. 
4. P. Langley, Elements of Machine Learning, Morgan Kaufmann, 1995. 
5. Richert and Coelho, Building Machine Learning Systems with Python. 
6. Davy Cielen, Arno DB Meysman and Mohamed Ali.Introducing Data Science: Big Data, 

Machine Learning, and More, Using Python Tools, Dreamtech Press 2016. 
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Course Level Assessment Questions 

Course Outcome1 (CO1):  

1. A coin is tossed 100 times and lands heads 62 times. What is the maximum 

likelihood estimate for θ, the probability of heads. 

2. Suppose data x1, ..., xn are independent and identically distributed drawn from an 

exponential distribution exp(λ). Find the maximum likelihood for λ. 

3. Suppose x1, ..., xn are independent and identically distributed(iid) samples from a 
distribution with density 

 Find the maximum likelihood 
estimate(MLE) for θ.  

4. Find the maximum likelihood 
estimator (MLE) and maximum a posteriori (MAP) estimator for the mean of a univariate 
normal distribution. Assume that we have N samples, x1,..., xN independently drawn from a 
normal distribution with known variance σ2 and unknown mean µ and the prior 
distribution for the mean is itself a normal distribution with mean ν and variance β2. What 
happens to the MLE and MAP estimators as the number of samples goes to infinity.  
 

Course Outcome 2(CO2): 
1. Suppose that you are asked to perform linear regression to learn the function that 

outputs y, given the D-dimensional input x. You are given N independent data 

points, and that all the D attributes are linearly independent. Assuming that D is 

around 100, would you prefer the closed form solution or gradient descent to 

estimate the regressor? 

2. Suppose you have a three class problem where class label y ∈ 0, 1, 2 and each 

training example X has 3 binary attributes X1, X2, X3 ∈ 0, 1. How many parameters 

(probability distribution) do you need to know to classify an example using the 

Naive Bayes classifier? 

 
Course Outcome 3(CO3):  

1. What are support vectors and list any three  properties of the support vector 

classifier solution? 

2. Why do you use kernels to model a projection from attributes into a feature space, 

instead of simply projecting the dataset directly? 
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3. Describe how Support Vector Machines can be extended to make use of kernels. 

Illustrate with reference to the Gaussian kernel K(x, y) = e−z, where z = (x−y)2 . 

4. Briefly explain one way in which using tanh instead of logistic activations makes 

optimization easier. 

5. ReLU activation functions are most used in neural networks instead of the tanh 

activation function. Draw both activation functions and give a) an advantage of the 

ReLU function compared to the tanh function. b) a disadvantage of the ReLU 

function compared to the tanh function. 

 
Course Outcome 4(CO4): .  

1. Which similarity measure could be used to compare feature vectors of two images? Justify 
your answer. 

2. Illustrate the strength and weakness of k-means algorithm. 

3. Suppose you want to cluster the eight points shown below using k-means 

 

     
Assume that k = 3 and that initially the points are assigned to clusters as follows:  
C1 = {x1, x2, x3}, C2 = {x4, x5, x6}, C3 = {x7, x8}. Apply the k-means algorithm until 
convergence, using the Manhattan distance. 

4. Cluster the following eight points  representing locations into three clusters: A1(2, 10), 
A2(2, 5), A3(8, 4), A4(5, 8), A5(7, 5), A6(6, 4), A7(1, 2), A8(4, 9).  

Initial cluster centers are: A1(2, 10), A4(5, 8) and A7(1, 2). 
The distance function between two points a = (x1, y1) and b = (x2, y2) is defined as  D(a, b) 
= |x2 – x1| + |y2 – y1| 
Use k-Means Algorithm to find the three cluster centers after the second iteration. 
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Course Outcome 5(CO5):   
1. What is ensemble learning? Can ensemble learning using linear classifiers learn 

classification of linearly non-separable sets? 

2. Describe boosting. What is the relation between boosting and ensemble learning? 

3. Classifier A attains 100% accuracy on the training set and 70% accuracy on the test set. 
Classifier B attains 70% accuracy on the training set and 75% accuracy on the test set. 
Which one is a better classifier. Justify your answer. 

4. What are ROC space and ROC curve in machine learning? In ROC space, which points 
correspond to perfect prediction, always positive prediction and always negative 
prediction? Why?  

5. Suppose there are three classifiers A,B and C. The (FPR, TPR) measures of the three 
classifiers are as follows – A (0, 1), B (1, 1) , C (1,0.5). Which can be considered as a 
perfect classifier? Justify your answer.  

 

Model Question Paper 

QP CODE:                                                                                                                            

Reg No: _______________ 

Name: _________________              PAGES : 4 

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY 

SEVENTH SEMESTER B.TECH DEGREE EXAMINATION, MONTH & YEAR 

Course Code: CST413 

Course Name: Machine Learning 

Max. Marks : 100                                                                                                   Duration: 3 Hours 

PART A 

Answer All Questions. Each Question Carries 3 Marks 

1.  Define supervised learning? Name special cases of supervised learning depending 
on whether the inputs/outputs are categorical, or continuous. 
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2.  Differentiate between Maximum Likelihood estimation (MLE) and Maximum a 
Posteriori (MAP) estimation? 

 

3.  What is overfitting and why is it a problem?   

4.  Specify  the basic principle of gradient descent algorithm.  

5.  Suppose that you have a linear support vector machine(SVM) binary classifier. 
Consider a point that is currently classified correctly, and is far away from the 
decision boundary. If you remove the point from the training set, and re-train the 
classifier, will the decision boundary change or stay the same? Justify your answer. 

 

6.  Mention the primary motivation for using the kernel trick in machine learning 
algorithms? 

 

7.  Expectation maximization (EM) is designed to find a maximum likelihood setting 
of the parameters of a model when some of the data is missing. Does the algorithm 
converge? If so, do you obtain a locally or globally optimal set of parameters?    

 

8.  Illustrate the strength and weakness of k-means algorithm.  

9.  Classifier A attains 100% accuracy on the training set and 70% accuracy on the 
test set. Classifier B attains 70% accuracy on the training set and 75% accuracy on 
the test set. Which one is a better classifier. Justify your answer. 

 

10.  How does bias and variance trade-off affect machine learning algorithms?  
(10x3=30) 

Part B 

(Answer any one question from each module. Each question carries 14 Marks) 

11.  (a) Suppose that X is a discrete random variable with the following probability 
mass   function: where 0 ≤ θ ≤ 1 is a parameter. The following 10 independent 
observations 

 
 
 
 
were taken from such a distribution: (3, 0, 2, 1, 3, 2, 1, 0, 2, 1). What is the 
maximum likelihood estimate of θ. 

(7) 

(b) Suppose you have a three class problem where class label y ∈ 0, 1, 2 

and each training example X has 3 binary attributes X1, X2, X3 ∈ 0, 1. 
How many parameters (probability distribution) do you need to know 

(7) 
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to classify an example using the Naive Bayes classifier? 

 OR  

12.  (a) Consider the geometric distribution, which has p.m.f  P(X = k) = (1 −θ)k−1θ. 
Assume that n i.i.d data are drawn from that distribution. 

i. Write an expression for the log-likelihood of the data as a function of the 
parameter θ. 

ii. Find the maximum likelihood estimate for θ? 
ii. Let θ has a beta prior distribution. What is the posterior distribution of  θ? 

(7) 

(b) Find the maximum a posteriori (MAP) estimator for the mean of a univariate 
normal distribution. Assume that we have N samples, x1,..., xN independently 
drawn from a normal distribution with known variance σ2 and unknown mean 
µ and the prior distribution for the mean is itself a normal distribution with 
mean ν and variance β2. 

(7) 

13.  (a)  Consider the hypothesis for the linear regression hθ(x) = θ0 + θ1x, and the cost 

function J( θ0, θ1) = 1/2m Σ1
m( hθ(x(i)) – y(i))2where m is the number of training 

examples. Given the following set of training examples. 

 
 Answer the following questions : 
 1) Find the value of hθ (2) if θ0= 0 and θ1 = 1.5 
 2) Find the value of J(0,1) 

3) Suppose the value of J( θ0, θ1) = 0. What can be inferred from this. 

(7) 

(b) Assume we have a classification problem involving 3 classes: professors, 
students, and staff members. There are 750 students, 150 staff members 
and 100 professors. All professors have blond hair, 50 staff members have 
blond hair, and 250 students have blond hair. Compute the information 
gain of the test ”hair color = blond” that returns true or false. 

(3) 
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 (c) Explain the significance of regularization. How  do  Ridge differs from Lasso 
regularization?  

(4) 

OR 

14.  (a) The following dataset can be used to train a classifier that determines whether 
a given person is likely to own a car or not. There are three features: education 
level (primary, secondary, or university); residence (city or country); gender 
(female, male). 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Use ID3 Algorithm and find the best attribute at the root level of the tree 

(7) 

(b) Consider a linear regression problem y = w1x + w0, with a training set having 
m examples (x1, y1), . . .(xm, ym). Suppose that we wish to minimize the mean 
5th degree error (loss function) given by 1/m Σ1

m(yi −w1xi − w0)5. 
1. Calculate the gradient with respect to the parameter  w1. 
2. Write down pseudo-code for on-line gradient descent on w1. 
3. Give one reason in favor of on-line gradient descent compared to batch-
gradient descent, and one reason in favor of batch over on-line. 

(7) 
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15.  (a) Consider a support vector machine whose input space is 2-D, and the inner 
products are computed by means of the kernel K(x, y) = (x.y + 1)2-1, where 
x.y denotes the ordinary inner product. Show that the mapping to feature 
space that is implicitly defined by this kernel is the mapping to 5-D given by 

 

 

 

 

 

(8) 

(b) Consider a neuron with four inputs, and weight of edge connecting the inputs 
are 1, 2, 3 and 4. Let the bias of the node is zero and inputs are 2, 3, 1, 4.  If 
the activation function is linear  f(x)=2x, compute the output of the neuron.  

(3) 

 (c) Compare ReLU with Sigmoid function (3) 

OR 

16.  (a) State the mathematical formulation to express Soft Margin as a constraint  
optimization problem.  

(10) 

(b) What is the basic idea of back propagation algorithm  (4) 

17.  (a) Suppose that we have the following data (one variable). Use single linkage 
Agglomerative clustering to identify the clusters.         
Data: (2, 5, 9, 15, 16, 18, 25, 33, 33, 45).  

(8) 

 (b) Given two objects represented by the tuples  (22, 1, 42, 10) and (20, 0, 36, 8): 
(i) Compute the Euclidean distance between the two objects. 
(ii) Compute the Manhattan distance between the two objects. 

  (iii) Compute the Minkowski distance between the two objects, using p = 3     

(6) 

OR 

18.  (a) Suppose that we have the following data: 
(2, 0), (1, 2), (2, 2), (3, 2), (2, 3), (3, 3), (2, 4), (3, 4), (4, 4), (3, 5) 
Identify the cluster by applying the k-means algorithm, with k = 2. Try using 
initial  cluster centers as far apart as possible 

(8) 
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(b) Describe EM algorithm for Gaussian  Mixtures (8) 

19.  (a) Suppose the dataset had 9700 cancer-free images from  10000 images from 
cancer patients. Find precision, recall and accuracy ? Is it a good classifier? 
Justify.   

Actual 
Class\Predicted 
class 

cancer = yes cancer = no Total 

cancer = yes 90 210 300 
   cancer = no 140 9560 9700 

Total 230 9770 10000 
 
 

(7) 

(b) What is Principal Component Analysis (PCA)? Which eigen value indicates 
the direction of largest variance? 
 

(7) 

OR 

20.  (a) Assume you have a model with a high bias and a low variance. What 
are the characteristics of such a model? 

(6) 

(b) What are ROC space and ROC curve in machine learning? In ROC space, 
which points correspond to perfect prediction, always positive prediction and 
always negative prediction? Why?  

(8 ) 
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Teaching Plan 

No Contents 

No. of 
Lecture 
Hours  

(37 hrs) 

Module -1 (Overview of machine learning) (7 hours) 

1.1 Supervised, semi-supervised, unsupervised learning, reinforcement learning 
(Text Book (TB) 1: Chapter 1) 

1 hour 

1.2 Maximum likelihood estimation(MLE) (TB 1: Section 4.2) 1 hour 

1.3 Maximum likelihood estimation (MLE)- example (TB 1: Section 4.2) 1 hour 

1.4 Maximum a posteriori estimation(MAP) (TB 4: Section 6.2) 1 hour 

1.5 Maximum a posteriori estimation(MAP)-example  (TB 4: Section 6.2) 1 hour 

1.6 Bayesian formulation (TB 1: Section 14.1, 14.2) 1 hour 

1.7 Bayesian formulation -example (TB 1: Section 14.1, 14.2) 1 hour 

Module-2 (Supervised Learning) (7 hours) 

2.1 Linear regression with one variable (TB 1: Section 2.6) 1 hour 

2.2 Multiple variables, Solution using gradient descent algorithm and matrix 
method (No derivation required)  (TB 1: Section 5.8) 

1 hour 

2.3  Overfitting in regression, Lasso and Ridge regularization 1 hour 

2.4 Logistic regression 1 hour 

2.5 Naive Bayes (TB 2: Section 18.2) 1 hour 

2.6 Decision trees  (TB 2: Chapter 19) 1 hour 

2.7 Decision trees- ID3 algorithm (TB 2: Chapter 19) 1 hour 

Module-3 (Neural Networks and  Support Vector Machines) (9 hours) 

3.1 Perceptron, Perceptron Learning 1 hour 

3.2 Multilayer Feed forward  Network, Activation Functions (Sigmoid, ReLU, 
Tanh) 

1 hour 

3.3 Back Propagation Algorithm 1 hour 

3.4 Illustrative Example for Back Propagation 1 hour 

3.5 Introduction, Maximum Margin Hyperplane,  1 hour 

3.6 Mathematics behind Maximum Margin Classification 1 hour 

3.7 Formulation of maximum margin hyperplane and solution 1 hour 
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3.8 Soft margin SVM, Solution of Soft margin SVM 1 hour 

3.9 Non-linear SVM , Kernels for learning non-linear functions,  Examples - 
Linear, RBF, Polynomial 

1 hour 

Module-4 (Unsupervised Learning) (7 hours) 

4.1 Similarity measures- Minkowski distance measures( Manhattan, Euclidean), 
Cosine Similarity  

1 hour 

4.2 Clustering - Hierarchical  Clustering (TB 2: Chapter 14) 1 hour 

4.3 K-means partitional clustering (TB 2: Chapter 13) 1 hour 

4.4 Expectation maximization (EM) for soft clustering (TB 2: Chapter 13) 1 hour 

4.5 Expectation maximization (EM) for soft clustering (TB 2: Chapter 13) 1 hour 

4.6 Dimensionality reduction – Principal Component Analysis (TB 1: Section 
6.3) 

1 hour 

4.7 Dimensionality reduction – Principal Component Analysis (TB 1: Section 
6.3) 

1 hour 

Module-5 (Classification Assessment) (7 hours) 

5.1 Performance measures - Precision, Recall, Accuracy, F-Measure, ROC, 
AUC. (TB 2: Chapter 22.1) 

1 hour 

5.2 Boot strapping, Cross validation 1 hour 

5.3 Ensemble methods- bagging,  boosting 1 hour 

5.4 Bias-Variance decomposition (TB 2: Chapter 22.3) 1 hour 

5.5 Bias-Variance decomposition (TB 2: Chapter 22.3) 1 hour 

5.6 Face detection (TB 3: Chapter 5 Section Application: A Face Detection 
Pipeline) 

1 hour 

5.7 Face detection (TB 3: Chapter 5 Section Application: A Face Detection 
Pipeline) 

1 hour 
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CCT 
423 

INTRUSION 
DETECTION AND 

PREVENTION 
SYSTEM 

CATEGORY L T P CREDIT 
YEAR OF 

INTRODUCTION 

PEC 2 1 0 3 2019 

 
Preamble: This course provides the learners a clear understanding of the fundamental concepts of 
Intrusion detection and prevention systems and the different control strategies used to implement 
IDPS. The course also covers the different types of IDPS systems used to protect the network traffic 
and host based systems. Students will get a clear understanding of the usage of different Intrusion 
detection systems so that protection against attacks can be minimized. 
 
Course Outcomes: After the completion of the course, the student will be able to 
 

CO# Course Outcomes  

CO1 
Comprehend the different terminologies and types related to Intrusion detection and 

prevention systems. (Cognitive Knowledge Level: Understand) 

CO2 
Familiarize the different control strategies and  and detection systems,( Cognitive 

Knowledge Level: Understand) 

CO3 
Explore the different technologies and detection capabilities related to Network IDPS 

(Cognitive Knowledge Level: Understand) 

CO4 
Identify the capabilities, security attacks against wireless IDPS. (Cognitive 

Knowledge Level: Apply) 

CO5 
Explore the different technologies and detection capabilities and approaches related to 

host IDPS (Cognitive Knowledge Level: Apply) 

 
Mapping of course outcomes with program outcomes 
 

 PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 P10 P11 P12 

CO1 
  

 

        

 

CO2 
  

 

        

 

CO3 
  

 

        

 

CO4 
   

 

 

      

 



CO5 
  

 

 

 

      

 

 
 
 

Abstract POs defined by National Board of Accreditation  
PO#  Broad PO  PO#  Broad PO  
PO1  Engineering Knowledge  PO7  Environment and Sustainability  

PO2  Problem Analysis  PO8  Ethics  

PO3  Design/Development of solutions  PO9  Individual and teamwork  

PO4  Conduct investigations of complex 

problems  

PO10  Communication  

PO5  Modern tool usage  PO11  Project Management and Finance  

PO6  The Engineer and Society  PO12  Lifelong learning  

 
 

Assessment Pattern 
Bloom’s Category 

Test 1 (Marks in 
percentage) 

Test 2 (Marks in 
percentage) 

End Semester 
Examination (Marks 

in percentage) 
Remember  40 40 40 
Understand  50 50 50 
Apply  10 10 10 
Analyze     
Evaluate     
Create     

 
Mark Distribution 
 
 

Total Marks CIE Marks ESE Marks ESE Duration 

150 50 100 3 
 

Continuous Internal Evaluation Pattern:  
Attendance                                         : 10 marks  
Continuous Assessment Test             : 25 marks  
Continuous Assessment Assignment : 15 marks 
 
Internal Examination Pattern: Each of the two internal examinations has to be conducted out of 50 
marks. The first series test shall be preferably conducted after completing the first half of the 
syllabus. The second series test shall be preferably conducted after completing the remaining part of 



the syllabus. There will be two parts: Part A and Part B. Part A contains 5 questions (preferably, 2 
questions each from the completed modules and 1 question from the partly completed module), 
having 3 marks for each question adding up to 15 marks for part A. Students should answer all 
questions from Part A. Part B contains 7 questions (preferably, 3 questions each from the completed 
modules and 1 question from the partly completed module), each with 7 marks. Out of the 7 
questions, a student should answer any 5.  
 
End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contains 10 
questions with 2 questions from each module, having 3 marks for each question. Students should 
answer all questions. Part B contains 2 questions from each module of which a student should answer 
anyone. Each question can have a maximum 2 subdivisions and carries 14 marks. 

 

Syllabus 
 

Module 1(Introduction) 
Introduction-Intrusion Detection and Prevention Systems, IDPS terminology, Network attacks- 
Probes, Privilege Escalation Attacks, Denial of Service (DoS) and Distributed Denial of Service 
(DDoS) Attacks,  Worms Attacks,  Routing Attacks ,Why use an IDPS, Types of IDPS, IDPS 
Detection methods-Signature-Based IDPS, Statistical Anomaly-Based IDPS, Stateful Protocol 
Analysis IDPS, Log File Monitors, IDPS Response Options  Selecting IDPS Approaches and 
Products, Strengths and Limitations of IDPSs 
 
Module 2(IDPS Control Strategies) 
IDPS Control Strategies-Centralized Control Strategy, Fully Distributed Control Strategy, Partially 
Distributed Control Strategy, IDPS Deployment-Deploying Network-Based IDPSs, Deploying Host-
Based IDPSs, Measuring the Effectiveness of IDPSs,  
Intrusion Detection systems-How the IDS Watches Your Network -Packet Sniffing, Log Parsing, 
System Call Monitoring, Filesystem Watching, What the IDS Does When It Finds an Attack 
Attempt, Passive Response, Active Response, Analyzing Your IDS Design and Investment, False 
Positives versus False Negatives. 
 
Module 3(IDPS Technologies) 
IDPS Technologies-components and architecture, Network architectures, security capabilities, 
prevention capabilities, Network based IDPS, Networking overview, components and architecture, 
Security Capabilities, Information Gathering Capabilities, Logging Capabilities, Detection 
Capabilities,  Types of Events Detected, Detection Accuracy , Tuning and Customization,  
Technology Limitations, Prevention Capabilities, Implementation, Wireless IDPS, WLAN Standards, 
WLAN Components, Threats against WLANs, Components and Architecture,  Sensor Locations, 
Information Gathering Capabilities, Types of Events Detected, Prevention Capabilities  
 
Module 4(Host Based IDPS) 
 
Host-Based IDPS-Components and Architecture, Typical Components, Network Architectures, 



Agent Locations, Host Architectures, Security Capabilities, Logging Capabilities, Detection 
Capabilities, Types of Events Detected, Technology Limitations, Prevention Capabilities, Other 
Capabilities, Implementation, The Need for Multiple IDPS Technologies, Direct IDPS Integration, 
Indirect IDPS Integration, Network Forensic Analysis Tool (NFAT) Software, Anti-Malware 
Technologies, Firewalls and Routers, Honeypots 
 
Module 5(IDPS Detection Approaches) 
IDPS Detection Approaches-Misuse detection-pattern matching, Rule based techniques,state based 
techniques, Anomaly Detection-Advanced Statistical Models,  Rule based Techniques, Biological 
Models,  Learning Models, Specification-based Detection, Hybrid Detection, Architecture and 
Implementation-Centralized, Distributed-Intelligent Agents,Mobile Agents, Cooperative Intrusion 
Detection, Examples of Commercial and Open Source IDSs- Bro Intrusion Detection System,  
Prelude Intrusion Detection System,  Snort Intrusion Detection System, Ethereal Application - 
Network Protocol Analyzer, Multi Router Traffic Grapher (MRTG), Tamandua Network Intrusion 
Detection System, Other Commercial IDSs 
 
Textbooks  
 

1. Michael E. Whitman and Herbert J. Mattord “Principles of Information Security”, Course 
Technology, Cengage Learning, Fourth Edition 2012 

2. Brian Caswell, Mike Poor “Snort 2.1: Intrusion Detection”, Jay Beale's Open Source Security 
2nd Edition,2004 

References 
1. Karen Scarfone Peter Mell, “Guide to Intrusion Detection and Prevention Systems (IDPS)”,  

National Institute of Standards and Technology, 2007 
 
Sample Course Level Assessment Questions 

Course Outcome 1 (CO1):  

        1. Explain the importance of using Intrusion Detection and Prevention Systems. 

Course Outcome 2 (CO2):  

        1. Illustrate how the effectiveness of IDPS be measured? 

Course Outcome 3 (CO3):  

        1. Describe the detection capabilities of a network based IDPS. 

 
Course Outcome 4 (CO4):  
 
        1. Explain with examples the different types of events detected while using WLAN IDPS. 
 
Course Outcome 5 (CO5):  
 
        1. Describe the prevention capability of host based IDPS 



        2. Illustrate the working of Snort Intrusion Detection System  and Tamandua Network Intrusion  
            detection System 
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Course Code: CCT 423 

 
 Course Name: INTRUSION DETECTION AND PREVENTION SYSTEM 

Max.Marks:100                                                                          Duration: 3 Hours 

PART A 
 

Answer all Questions. Each question carries 3 Marks  

1. Describe any five terminologies related to IDPS. 

2. Discuss the strength and limitations of using IDPS. 

3. Differentiate between false positives and false negatives. 

4. How to deploy a network based IDPS in an organization’s network perimeter? 

5. Differentiate between network based and host based IDPS. 

6. What are the different types of events detected while deploying a Network IDPS? 

7. Differentiate between direct and indirect IDPS integration. 

8. Discuss the different ways in which firewalls and routers complement IDPSs. 

9. Briefly describe about the intelligent and mobile agents. 

10. Write note on Biological model of Intrusion detection system. 
   (10*3=30 Marks) 

PART B 



             Answer any one Question from each module. Each question carries 14 Marks 

 
11. a) With neat figures, explain the different types of Intrusion detection and prevention 

systems.                     (8) 
 
b) Explain the different steps to be followed while selecting an IDPS.             (6)
       

OR 
12. a) Explain in detail the different Intrusion detection methods.   (8) 

   
b) Explain          i) Probes    
                           ii) Routing attacks   
                           iii) Worm attacks                                                              (6) 
                                                                                                   

13. a) Discuss about the different IDPS control strategies with neat figures.  (8)
        
b) How important is Log parsing and System call monitoring in Network IDPS. (6)        

OR 

14. a) What is packet sniffing. How the design of IDPS is analyzed?                             (8)
                                                                                           
b) What does the Intrusion detection system do when it finds an attack attempt?     (6) 
 

15. a) Explain the network architecture of Network IDPS.                                              (8)    
b) Describe the prevention capability of Network Intrusion Detection System.        (6)
                                                          

OR 

16. a) Explain about the WLAN standards and the different components IEEE 802.11 
WLAN.                                                                             (8) 
b) Discuss about the information gathering and logging capabilities of WLAN        (6)
                    
   

17. a)   Illustrate the use of Network Forensic Analysis Tool (NFAT) Software.  (8) 
         
b) What is the need of employing multiple Intrusion detection and prevention systems?               
                                                                                                                                     (6) 

OR 
18. a) With a neat figure, explain the components and architecture of Host-Based  

     IDPS Agent Deployment.         (8) 
        
b) Briefly explain the different types of events detected while using  
    host based IDPS.                                                                                                     (6) 



 
19. a) Discuss thet the different IDS detection approaches.               (8) 

b) Briefly describe the working of Multi Router Traffic Grapher.              (6) 
OR 

20. a) Illustrate the use of any three Intrusion detection systems.              (8) 
b) Explain about any three models of anomaly detection approach.               (6) 

TEACHING PLAN 

Sl.No. Contents 
No of 

Lecture Hrs 

(36) 

Module 1(Introduction) (7 Hrs) 

1.1 
Introduction-Intrusion Detection and Prevention Systems, IDPS 
terminology 

1 hour 

1.2 Network attacks- Probes, Privilege Escalation Attacks 1 hour 

1.3 
Denial of Service (DoS) and Distributed Denial of Service (DDoS) 
Attacks,  Worms Attacks 

1 hour 

1.4 Routing Attacks ,Why use an IDPS, Types of IDPS 1 hour 

1.5 
IDPS Detection methods-Signature-Based IDPS, Statistical 
Anomaly-Based IDPS, Stateful Protocol Analysis IDPS 

1 hour 

1.6 Log File Monitors, IDPS Response Options 1 hour 

1.7 
Selecting IDPS Approaches and Products, Strengths and Limitations 
of IDPSs 

1 hour 

Module 2(IDPS Control Strategies) (6 hrs) 

2.1 
IDPS Control Strategies-Centralized Control Strategy, Fully 
Distributed Control Strategy, Partially Distributed Control Strategy 

1 hour 

2.2 
IDPS Deployment-Deploying Network-Based IDPSs, Deploying 
Host-Based IDPSs, 

1 hour 

2.3 Measuring the Effectiveness of IDPSs 1 hour 

2.4 Intrusion Detection systems-How the IDS Watches Your Network 1 hour 

2.5 Packet Sniffing, Log Parsing, System Call Monitoring, Filesystem 1 hour 



2.6 
Watching, What the IDS Does When It Finds an Attack Attempt, 
Passive Response, Active Response, 

1 hour 

Module 3(IDPS Technologies) (10 hrs) 

3.1 IDPS Technologies-components and architecture 1 hour 

3.2 Network architectures, security capabilities, prevention capabilities 1 hour 

3.3 
Network based IDPS, Networking overview, components and 
architecture, 

1 hour 

3.4 
Security Capabilities, Information Gathering Capabilities, Logging 
Capabilities, Detection Capabilities 

1 hour 

3.5 
Types of Events Detected, Detection Accuracy , Tuning and 
Customization 

1 hour 

3.6 Technology Limitations, Prevention Capabilities, Implementation 1 hour 

3.7 Wireless IDPS, WLAN Standards 1 hour 

3.8 WLAN Components, Threats against WLANs 1 hour 

3.9 Components and Architecture,  Sensor Locations 1 hour 

3.10 
Information Gathering Capabilities, Types of Events Detected, 
Prevention Capabilities  

1 hour 

Module 4(Host Based IDPS) (7 hrs) 

4.1 
Host-Based IDPS-Components and Architecture, Typical 
Components 

1 hour 

4.2 
Network Architectures, Agent Locations, Host Architectures, 
Security Capabilities 

1 hour 

4.3 
Logging Capabilities, Detection Capabilities, Types of Events 
Detected, 

1 hour 

4.4 
Technology Limitations, Prevention Capabilities, Other Capabilities, 
Implementation 

1 hour 

4.5 
The Need for Multiple IDPS Technologies, Direct IDPS Integration, 
Indirect IDPS Integration 

1 hour 

4.6 Network Forensic Analysis Tool (NFAT) Software, Anti-Malware 1 hour 



Technologies 

4.7 Firewalls and Routers, Honeypots 1 hour 

Module 5(IDPS Detection Approaches) (6 hrs) 

5.1 
IDPS Detection Approaches-Misuse detection-pattern matching, 
Rule based techniques, state based techniques 

1 hour 

5.2 
Anomaly Detection-Advanced Statistical Models,  Rule based 
Techniques, Biological Models,  Learning Models 

1 hour 

5.3 
Specification-based Detection, Hybrid Detection, Architecture and 
Implementation-Centralized 

1 hour 

5.4 
Architecture and Implementation- Distributed-Intelligent agents, 
Mobile agents, cooperative Intrusion detection 

1 hour 

 5.5 

Examples of Commercial and Open Source IDSs-Bro Intrusion 
Detection System,  Prelude Intrusion Detection System,  Snort 
Intrusion Detection System 

1 hour 

5.6 

Ethereal Application - Network Protocol Analyzer, Multi Router 
Traffic Grapher (MRTG),Tamandua Network Intrusion Detection 
System, Other Commercial IDSs 

1 hour 
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Preamble: This course provides the ground-up coverage on the high level concepts of cloud 

landscape, architectural principles, techniques, design patterns and real-world best practices applied 

to Cloud service providers and consumers and delivering secure Cloud based services. The course 

also describes the Cloud security architecture and explore the guiding security design principles, 

design patterns, industry standards, applied technologies and addressing regulatory compliance 

requirements critical to design, implement, deliver and manage secure cloud based services. 

 

Prerequisites: Operating Systems and Computer Networks 

 
Course Outcomes: After the completion of the course, the student will be able to 
 

CO#  Course Outcomes  

CO1 

Summarize core cloud computing concepts and fundamental principles, including 

standard delivery models and service designs.(Cognitive knowledge level: 

Understand) 

CO2 
Apprehend the foundational security practices that are required to secure modern cloud 

computing infrastructures. (Cognitive knowledge level: Understand) 

CO3 
Explain the standard cloud security network designs and architecture models 

(Cognitive knowledge level: Understand) 

CO4 
Explain the cloud services that meet essential Cloud infrastructure characteristics 

(Cognitive knowledge level: Understand) 

CO5 

Identify the industry security standards, regulatory mandates, audit policies and 

compliance requirements for Cloud based infrastructures(Cognitive knowledge level: 

Apply) 

 
 
 
 
 
 



 
Mapping of course outcomes with program outcomes 
 

 PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 P10 P11 P12 

CO1 
   

        

 

CO2 
   

        

 

CO3 
   

        

 

CO4 
   

        

 

CO5 
   

        

 
 
 
 

Abstract POs defined by National Board of Accreditation  

PO#  Broad PO  PO#  Broad PO  

PO1  Engineering Knowledge  PO7  Environment and Sustainability  

PO2  Problem Analysis  PO8  Ethics  

PO3  Design/Development of solutions  PO9  Individual and teamwork  

PO4  Conduct investigations of complex 

problems  

PO10  Communication  

PO5  Modern tool usage  PO11  Project Management and Finance  

PO6  The Engineer and Society  PO12  Lifelong learning  

 
 

Assessment Pattern 
Bloom’s Category 

Test 1 (Marks in 
percentage) 

Test 2 (Marks in 
percentage) 

End Semester 
Examination (Marks 

in percentage) 
Remember  40 40 40 

Understand  50 50 50 



Apply  10 10 10 

Analyze     

Evaluate     

Create     

 
Mark Distribution 
 
 

Total Marks CIE Marks ESE Marks ESE Duration 

150 50 100 3 Hours 
 
 

Continuous Internal Evaluation Pattern:  
Attendance                                           : 10 marks  
Continuous Assessment Test               : 25 marks  
Continuous Assessment Assignment   : 15 marks 
 
Internal Examination Pattern: Each of the two internal examinations has to be conducted out of 50 
marks. The first series test shall be preferably conducted after completing the first half of the 
syllabus. The second series test shall be preferably conducted after completing the remaining part of 
the syllabus. There will be two parts: Part A and Part B. Part A contains 5 questions (preferably, 2 
questions each from the completed modules and 1 question from the partly completed module), 
having 3 marks for each question adding up to 15 marks for part A. Students should answer all 
questions from Part A. Part B contains 7 questions (preferably, 3 questions each from the completed 
modules and 1 question from the partly completed module), each with 7 marks. Out of the 7 
questions, a student should answer any 5.  
 
End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contains 10 
questions with 2 questions from each module, having 3 marks for each question. Students should 
answer all questions. Part B contains 2 questions from each module of which a student should answer 
anyone. Each question can have a maximum 2 subdivisions and carries 14 marks. 

 
 

Syllabus 
 

Module 1 (Introduction to Cloud Computing)  
 
Traditional computing: Limitations, Overview of Computing Paradigms: Grid Computing, Cluster 

Computing, Distributed Computing, Utility Computing, Cloud Computing, NIST reference Model, 



Basic terminology and concepts, Cloud characteristics, benefits and challenges, Cloud delivery 

(service) models: Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS), Software-as-

aService (SaaS), XaaS (Anything-as-a-service),Cloud deployment models: Public cloud, Community 

cloud, Private cloud, Hybrid cloud, Open Cloud Services.   

 
Module 2(Fundamental Cloud Security)  

 
Basic Terms and Concepts in Security, Threat Agents, Cloud Security Threats, Identity Management 

and Access Control, Cloud Security Working Groups, Elements of Cloud Security Model, Cloud 

Security Reference Model, Examining Cloud Security against Traditional Computing.  

 
Module 3(Cloud Mechanisms)  

 
Data Center Technology, Virtualization Technology, Web Technology, Multitenant Technology, 

Scaling, Foundation of Cloud Scaling, Scaling Strategies in Cloud, Auto Scaling in Cloud, Cloud 

Bursting, Types of Scaling, Capacity Planning, Capacity Planning at Different Service Levels, Load 

Balancer, Two Levels of Balancing, Goals of Load Balancing, Categories of Load Balancing, 

Exploring Dynamic Load Balancing.   

 
Module 4(Cloud Management)   

 
Cloud Computing and Business Continuity Planning/Disaster Recovery, Cloud Audit and 

Compliance: Internal Policy Compliance, Regulatory/External Compliance, Cloud Security Alliance.  

 
Module 5(Cloud Security Strategies) 
 
Standards for Security: SAML OAuth, OpenID, SSL/TLS, Encrypting Data and Key Management, 

Creating a Cloud Security Strategy, The Future of Security in Cloud Computing 

 
Textbooks  
 

1. Bhowmik, S., “Cloud computing”,Cambridge University Press, 2017. 

2. Thomas, E., Zaigham, M., Ricardo, P “Cloud Computing Concepts, Technology & 

Architecture, Prentice Hall, 2013.   

References 
1. Ronald L. Krutz, Russell Dean Vines, "Cloud Security: A Comprehensive Guide to Secure 

Cloud Computing", Wiley Publishing, 2010.  



2. Tim Mather, SubraKumaraswamy, and ShahedLatif, ” Cloud Security and Privacy", O’Reilly 

Media, Inc., 2009  

 
Sample Course Level Assessment Questions 

Course Outcome 1 (CO1):   

1. Explain different cloud delivery models.  

2. Compare public clouds and private clouds.  

3. List the essential characteristics of cloud computing. 

Course Outcome 2 (CO2):  

1. Discuss briefly the fundamental characteristics of cloud security design principles. 

Course Outcome 3 (CO3):  
1. Summarize various access control issues in the cloud.  
2. Outline any two acts for preserving privacy principles of the cloud.  
 
Course Outcome 4 (CO4):  

1. Explain load balancing in google cloud. 

 2. Describe different types of virtualization technologies. 

 
Course Outcome 5 (CO5):  
1. What are the industry security standards and  regulatory mandates requirements for setting up 
    cloud based infrastructures? 
 

MODEL QUESTION PAPER 
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PART A 
 

Answer all Questions. Each question carries 3 Marks  

1. What is multi-tenant technology? 
2. Why is it harder to establish security in the cloud?  
3. “A hybrid cloud is a combination of two or more other cloud deployment models”. 

Justify the statement with an example.  
4. What is grid computing? 
5. Differentiate Threat and vulnerabilities.  
6. What are the advantages of load balancing?  
7. What does cloud computing's auto-scaling functionality entail? Based on three 

pillars, how has it been accomplished? 
8. What is auditing in cloud computing? 

9. Compare public clouds and private clouds.  

10. What is the significance of OpenID?  

                                                                                                              (10*3=30 Marks) 

PART B 

          Answer any one Question from each module. Each question carries 14 Marks 

 
11. a) Compare and contrast various computing models.                (10) 

b) With an example explain utility computing.      (4) 
 

OR 
12. a) Explain NIST Cloud Reference model                 (10) 

b) What is distributed computing?        (4) 
                       

13. a) Explain the common threats and vulnerabilities that occur in cloud-based 
environments with suitable examples.       (8)
                
b) Explain Identity Management and Access Control in the cloud.                           (6)       

OR 

14. a) Explain Cloud Security Reference Model.                  (8) 
b) Examine the Challenges in accomplishing Cloud Security against Traditional  



    Computing.                                                                            (6) 
 

15. a) Define Scaling. Differentiate between vertical and horizontal scaling.             (10) 
b) Why is availability important in a cloud based system?                (4) 
                                                  

OR 

16. a) Auto-scaling implementation requires a mixture of both reactive and proactive 
scaling approaches. Justify this statement.                 (7)  

b) Explain Dynamic Load Balancing.                                                                        (7)
                                                                                                                                  

17. a)  Describe Cloud Security Alliance.                  (7) 
b) Discuss the challenges in implementing Internal policy compliance in cloud         

                                                                                                                              (7)          
OR 

 
18. a) Explain Business Continuity Planning in Cloud Computing.                              (10) 

b) How is disaster recovery accomplished in cloud?               (4) 
 

 
19. a) Explain the various standards for cloud security.                (8) 

b) How regulatory mandate requirements are set for cloud infrastructure?              (6) 
          

OR 
     20. a)Describe Encrypting Data and Key Management in Cloud.            (10) 

           b) Which is the best cloud security strategy?               (4) 

 

TEACHING PLAN 

Sl.No. Contents 
No of 

Lecture Hrs 

(35) 

Module 1: Introduction to Cloud Computing (8 Hours) 

1.1 Traditional computing: Limitations 1 hour 

1.2 
Overview of Computing Paradigms: Grid Computing, Cluster 
Computing.  

1 hour 



1.3 Distributed Computing, Utility Computing, Cloud Computing.   1 hour 

1.4 NIST reference Model, Basic terminology and concepts,  1 hour 

1.5 Cloud characteristics, benefits and challenges  1 hour 

1.6 
Cloud delivery (service) models: Infrastructure-as-a-Service (IaaS), 
Platform-as-a-Service (PaaS), Software-as-a-Service (SaaS), XaaS 
(Anything-as-a service), 

1 hour 

1.7 
Cloud deployment models: Public cloud, Community cloud, Private 
cloud, Hybrid cloud.  

1 hour 

1.8 Open Cloud Services 1 hour 

Module 2: Fundamental Cloud Security (7 Hours) 

2.1 Basic Terms and Concepts in Security 1 hour 

2.2 Threat Agents  1 hour 

2.3 Cloud Security Threats. 1 hour 

2.4 Identity Management and access Control 1 hour 

2.5 
Cloud Security Working Groups, Elements of Cloud Security 
Model.   

1 hour 

2.6 Cloud Security Reference Model.  1 hour 

2.7 Examining Cloud Security against Traditional Computing.   1 hour 

Module 3: Cloud Mechanisms (8 Hours) 

3.1 Scaling, Foundation of Cloud Scaling, Scaling Strategies in Cloud.   1 hour 

3.2 Auto Scaling in Cloud, Cloud Bursting.  1 hour 

3.3 Types of Scaling 1 hour 

3.4 Capacity Planning 1 hour 



3.5 Capacity Planning at Different Service Levels.   1 hour 

3.6 Load Balancer, Two Levels of Balancing, Goals of Load Balancing 1 hour 

3.7 Categories of Load Balancing 1 hour 

3.8 Exploring Dynamic Load Balancing   1 hour 

Module 4: Cloud Management (6 Hours) 

4.1 Cloud Computing and Business Continuity Planning 1 hour 

4.2 Disaster Recovery 1 hour 

4.3 Cloud Audit and Compliance 1 hour 

4.4 Internal Policy Compliance 1 hour 

4.5 Regulatory/External Compliance 1 hour 

4.6 Cloud Security Alliance 1 hour 

Module 5: Cloud Security Strategies (6 Hours) 

5.1 Standards for Security: SAML  1 hour 

5.2 OAuth 1 hour 

5.3 OpenID, SSL/TLS 1 hour 

5.4 Encrypting Data and Key Management, 1 hour 

 5.5 Creating a Cloud Security Strategy 1 hour 

5.6 The Future of Security in Cloud Computing. 1 hour 
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Preamble: The objective of the course is to familiarize learners about the concepts and advantages of 

using model based software development. This course covers the methodologies in developing the 

model of a software, perform analysis on the model and automatic generation of code from the model. 

The OSATE framework and its plugins using the Architecture Analysis and Design Language(AADL) 

language is used in the course to demonstrate the end-to-end concept of MBSD which helps the 

learners to get a hands on experience. 

 

Prerequisite: Software Engineering. 

Course Outcomes: After the completion of the course the student will be able to 

 

CO# Course Outcomes 

CO1 
Explain the relevance of model based software development in the software 

development process. (Cognitive Knowledge level: Understand) 

CO2 

Explain Model Driven Architecture with Computation Independent Model (CIM), 

Platform Independent Model(PIM), Platform Specific Model (PSM). (Cognitive 

Knowledge level: Apply) 

CO3 
Illustrate software modeling with Architecture Analysis and Design Language 

(AADL). (Cognitive Knowledge level: Apply) 

CO4 
Explain error annex using error modelling concepts and illustrate error modelling 

in AADL. (Cognitive Knowledge level: Understand) 

CO5 
Illustrate the process of code generation from an AADL model. (Cognitive 

Knowledge level: Understand) 

 
 

   Mapping of course outcomes with program outcomes 

 

 PO1 PO2 PO3 PO4 PO5 PO6 
PO
7 

PO8 
PO
9 

PO1
0 

PO1
1 

PO1
2 

CO1    
        

 



CO2     
       

 

CO3     
       

 

CO4    
        

 

CO5             
 
 

Abstract POs defined by National Board of Accreditation 

PO# Broad PO PO# Broad PO 

PO1 Engineering Knowledge PO7 Environment and Sustainability 

PO2 Problem Analysis PO8 Ethics 

PO3 Design/Development of solutions PO9 Individual and team work 

PO4 
Conduct investigations of complex 
problems PO10 Communication 

PO5 Modern tool usage PO11 Project Management and Finance 

PO6 The Engineer and Society PO12 Lifelong learning 

 
Assessment Pattern 
 

Bloom’s Category 

Continuous Assessment Tests End Semester 
Examination 

Marks (%) Test1 (%) Test2 (%) 

Remember 30 30 30 

Understand 50 50 50 

Apply 20 20 20 



Analyze    

Evaluate    

Create    

 

Mark Distribution 

Total Marks CIE Marks ESE Marks ESE Duration 

150 50 100 3 hours 

 

Continuous Internal Evaluation Pattern: 

Attendance                                        : 10 marks 

Continuous Assessment Tests               : 25 marks 

Continuous Assessment Assignment   : 15 marks 

Internal Examination Pattern: 

Each of the two internal examinations has to be conducted out of 50 marks. First Internal Examination 
shall be preferably conducted after completing the first half of the syllabus and the Second Internal 
Examination shall be preferably conducted after completing the remaining part of the syllabus. There 
will be two parts: Part A and Part B.  Part A contains 5 questions (preferably, 2 questions each from the 
completed modules and 1 question from the partly covered module), having 3 marks for each question 
adding up to 15 marks for part A. Students should answer all questions from Part A. Part B contains 7 
questions (preferably, 3 questions each from the completed modules and 1 question from the partly 
covered module), each with 7 marks. Out of the 7 questions in Part B, a student should answer any 5. 

End Semester Examination Pattern: 

There will be two parts; Part A and Part B. Part A contain 10 questions with 2 questions from each 
module, having 3 marks for each question. Students should answer all questions. Part B contains 2 
questions from each module of which a student should answer any one. Each question can have a 
maximum 2 subdivisions and carries 14 marks. 

Syllabus 
 
Module - 1 (Introduction to Model Based Software Development)  

Software faults, Introduction to Model checking, Introduction to Automated Testing, Model Based 

Software Development (MBSD) – Need, MBSD Approach, Learning MBSD from the perspective of 

Architecture Analysis and Design Language (AADL). 



 
Module - 2 (More on MBSD)  

MBSD based software development – Requirements, Analysis, Design and Implementation. Model-

Driven Architecture - Definitions and Assumptions, Overview of MBSD methodology, The modeling 

levels-Computation Independent Model (CIM), Platform Independent Model (PIM), Platform Specific 

Model (PSM). Introduction to AADL, Basic Comparison of AADL with other modeling languages - 

Comparison with UML. 

 

Module -3 (Modeling using AADL)  

Modeling: Developing a Simple Model - Define the components - Explain with example (powerboat 

autopilot system), Develop a top-level model - Use example Powerboat Autopilot (PBA) system. 

AADL: Components - Software, Hardware, Composite, Runtime semantics, Language syntax, AADL 

declarations, AADL classifiers, AADL system models and specifications Case Study: Powerboat 

Autopilot System. 

 
Module - 4 (Model Analysis)  

Safety Analysis -Fault tree analysis, Minimal cutsets. Error Modeling in AADL-Error Model Libraries 

and Subclause Annotations, Error Types and Common Type Ontology, Error Sources and Their Impact, 

Component Error Behavior, Compositional Abstraction of Error Behavior, Use of Properties in 

Architecture Fault Models, Error modeling example. 

 

Module - 5 (Code Generation)  

Need for code generation, Categorization, Code Generation Techniques, Code Generation in AADL 

Model – Ocarina. 

 

Text Books  

1. Marco, Brambilla, Jordi Cabot, Manuel Wimmer, Model-Driven Software Engineering in 
Practice, 2/e, Synthesis Lectures on Software Engineering, 2017.  

2. Christel Baier and Joost-Pieter Katoen, Principles of model checking, The MIT Press.  

3. Thomas Stahl and Markus Volter, Model-Driven Software Development, Wiley, 2006.  

4. David P. Gluch, Peter H. Feiler, Model-Based Engineering with AADL: An Introduction to the 
SAE Architecture Analysis & Design Language, Adison-Wesley, 2015.  

References:  

1. Automated software testing : http://www2.latech.edu 

2.  Peter H. Feiler, David P. Gluch, John J. Hudak.The Architecture Analysis & Design 
Language(AADL): An Introduction.  



3. de Niz, Dionisio, Diagrams and Languages for Model-Based Software Engineering of 
EmbeddedSystems: UML and AADL  

4. FAA System Safety Handbook, Chapter 8: Safety Analysis/Hazard Analysis Tasks 

5.  Enno Ruijters, Marielle Stoelinga, Fault tree analysis: A survey of the state-of-the-art in 
modeling, analysis and tools.  

6. Larson, Brian &Hatcliff, John & Fowler, Kim &Delange, Julien. (2013). Illustrating the AADL 
error modeling annex (v.2) using a simple safety-critical medical device. ACM SIGAda Ada 
Letters. 33. 65-84. 10.1145/2527269.2527271.  

7. Delange, Julien&Feiler, Peter &Hudak, John &Gluch, Dave. (2016). Architecture Fault 
Modeling and Analysis with the Error Model Annex, Version 2. 10.13140/RG.2.1.4224.7927.  

 

Course Level Assessment Questions 

 
Course Outcome 1 (CO1): 

       1. Justify the need of model based software development?  

       2. Explain the advantages of model based software development? 

Course Outcome 2 (CO2): 

        1. Explain infrastructure of model driven architecture.  

        2. Describe about MDA modeling levels. 

Course Outcome 3 (CO3):  
 

1. Illustrate the basic components of an AADL Model. 

2. Assume we have a system to regulate the fuel valve of a boiler by monitoring the steam flow and 

steam pressure. Identify the basic components of this system and design its AADL model.. 

 
Course Outcome 4 (CO4): 

1. Suppose we have an isolette system which ensures the temperature is within a specified 

temperature range with following components:  

i) temperature sensor - detects air temperature.  

ii) heat source - supply hot air to maintain temperature.  

iii) operator interface - specify target temperature range(lower desired temperature, upper 

desired temperature.)  

iv) thermostat - takes as input an air temperature value from a temperature sensor and 

controls a heat source to produce an air temperature within a target range.  



Model the error flows, error propagations, component error behaviour and error properties for 

the value error in the isolette system.  

  Course Outcome 5 (CO5):  

1. Illustrate code generation from an AADL model 
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PART A 

Answer all Questions. Each question carries 3 Marks 

1. List any three advantages of automated software testing.  

2. Specify the steps and their purpose in the model checking process.  

3. Compare Analysis And Design Language (AADL) with Unified modeling language (UML). 

4. Describe the design phase in the model based software development process.  

5. Represent interface component with an out data port and an out event port in AADL.  

    a) textual  b)graphical  

6. Give the textual top level model of a powerboat autopilot system in AADL.  

7. What is an error type? Mention any two pre-declared timing and value errors in AADL.  

8. Define : (i) Fault Tree Analysis (ii) Minimal cutsets  

9. Explain templates and filtering code generation technique.  

10.How does automated code generation help to deal with faults in a software system? 

 (10*3=30 Marks) 

 

PART B 

Answer any One Question from each module. Each question carries 14 Marks 

11. (a) Explain model based software development approach.                                              (12)  

      (b) Why is model based software development important?                                              (2) 

OR 

12. (a) What are software faults? Mention any three software faults and its consequences.   (5)  



      (b) Explain two approaches for ensuring software reliability?  

           (i) Model Checking (ii) Automated Testing                                                                 (9)  

13. (a) Illustrate model based software development process.                                                (8) 

      (b) Explain infrastructure of model driven architecture.                                                   (6)  

OR 

14. (a) What is AADL? Compare AADL and UML.                                                              (6)  

      (b) Explain in detail about MDA modeling levels.                                                           (8)  

15. (a) Illustrate the components of an AADL model.                                                          (12)  

      (b) What is the AADL language syntax?                                                                          (2)  

OR 

16. (a) Explain the following: i) AADL classifiers ii) AADL declarations                            (2)  

      (b) Design an AADL model which controls the speed of a vehicle. Also describe the basic   

           components of the designed model.                                                                            (10)  

17. (a) Illustrate how value error can be modelled using AADL in the isolette system.       (10)  

      (b) With a diagram explain error propagation, termination and transformation in AADL  

            models.                                                                                                                        (4)  

OR 

18. (a) Illustrate error state machines in AADL using proper textual representations.           (8)  

      (b) Suppose we have a train door controller system with following components  

            i) door_controller - ensures safe opening of the door.  

           ii) train_controller - sends train speed and transit status to the door_controller.  

          iii) alarm - triggered when an emergency occurs in other components.  

      Model the error flows, error propagations, component error behaviour and error properties for 

the value error in the component door_controller.                                                           (6)  

19. (a) Explain templates and meta model type code generation?                                         (4)  

      (b) Illustrate how the code can be generated from an AADL model.                             (10) 

OR 

20. (a) Describe any four code generation techniques.                                                         (10)  

      (b) Explain the advantages of automatic code generation.                                               (4)  

 

TEACHING PLAN 

Sl.No Contents 

No.of Lecture 

Hrs  

(35) 

Module 1 (Introduction) (7 Hours) 
1.1 Software faults 1 



1.2 Introduction to Model Checking 1 

1.3 Introduction to Automated Testing (Lecture 1) 1 

1.4 Introduction to Automated Testing (Lecture 2) 1 

1.5 Need for MBSD, MBSD Approach 1 

1.6 Architecture centric model driven software development 1 

1.7 AADL and architecture-centric model-based software systems 1 

Module 2 ( Model Based Software Development) (7 Hours) 
2.1 Model based software development process 1 

2.2 Overview of MBSD methodology 1 

2.3 Model Driven Architecture 1 

2.4 MDA Definitions and Assumptions 1 

2.5 The modeling levels 1 

2.6 Introduction to AADL 1 

2.7 Comparison of AADL with other modeling languages 1 

Module 3 ( Modeling using AADL) (7 Hours) 

3.1 Modeling in detail: AADL components 1 

3.2 Modeling in detail: Developing a simple model 1 

3.3 Modeling in detail: Define top level model with an example 1 

3.4 AADL in detail: Explain AADL components, Language syntax 1 

3.5 AADL declarations and classifiers 1 

3.6 AADL system models and specifications 1 

3.7 Case study: Power boat auto pilot system 1 

Module 4 (Model Analysis )(7 Hours) 
4.1 Introduction to safety analysis 1 

4.2 Fault tree analysis, minimal cutsets 1 

4.3 Error modeling with AADL - Error Model Libraries and Subclause 

Annotations 
1 

4.4 Error modeling with AADL - Error Types and Common Type 

Ontology 
1 

4.5 Error modeling with AADL - Error Sources and Their Impact, 

Component Error Behavior 
1 

4.6 Error modelling with AADL - Compositional Abstraction of Error 

Behavior, Use of Properties in Architecture Fault Models 
1 

4.7 Illustrate isolette error model 1 

Module 5 (Code Generation) (7 Hours) 

5.1 Code generation and its advantages 1 

5.2 Categorization 1 



5.3 
Code generation techniques - Templates + filtering, Template + 

metamodel, Frame processors 

1 

5.4 
Code generation techniques - API-based generators, In-line 

generation, Code attributes 

1 

5.5 
Code generation techniques - Code weaving Commonalities and 

Differences Between the Different Code generation Approaches 

1 

5.6 Code generation in AADL - Ocarina 1 

5.7 Illustration of code generation using AADL model 1 
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Preamble: This course helps the learners to understand the web programming concepts. It 
includes the essential frontend and backend technologies needed for the development of web 
applications. The learners will have an opportunity to gain necessary web development skills such 
as HTML, CSS, JavaScript, PHP, MySQL integration, JSON and Laravel framework. 

Prerequisite: Knowledge of Programming is required. 

Course Outcomes: After the completion of the course the student will be able to 

CO1 Use HyperText Markup Language (HTML) for authoring web pages and understand 
the fundamentals of WWW. (Cognitive Knowledge Level: Understand) 

CO2 Construct and visually format responsive, interactive web pages using CSS and 
JavaScript (JS) (Cognitive Knowledge Level: Apply) 

CO3 Construct websites using advanced sever side programming tool PHP (Cognitive 
Knowledge Level: Apply) 

CO4 Develop dynamic web applications using PHP and perform MySQL database 
operations. (Cognitive Knowledge Level: Apply) 

CO5 Explain the importance of object exchange formats using JSON  and the MVC based 
web application development frameworks (Laravel) (Cognitive Knowledge Level: 
Understand) 

 
Mapping of course outcomes with program outcomes 

 PO
1 

PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1             

CO2             

CO3             

CO4             
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CO5             

 

 

Abstract POs defined by National Board of Accreditation 

PO# Broad PO PO# Broad PO 

PO1 Engineering Knowledge PO7 Environment and Sustainability 

PO2 Problem Analysis PO8 Ethics  

PO3 Design/Development of solutions PO9 Individual and team work 

 

PO4 
Conduct investigations of 
complex problems 

 

PO10 
 

Communication 

PO5 Modern tool usage PO11 Project Management and Finance 

PO6 The Engineer and Society PO12 Life long learning 

 

Assessment Pattern 

Bloom’s 
Category 

Continuous Assessment Tests End Semester Examination 
Marks (%) 

Test 1 (%) Test 2 (%) 

Remember 20 20 20 

Understand 40 40 40 

Apply 40 40 40 

Analyze    

Evaluate    

Create    

 

Mark Distribution  
 

Total Marks CIE Marks ESE Marks ESE Duration 

150 50 100 3 
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Continuous Internal Evaluation Pattern:  

Attendance 10 marks 

Continuous Assessment Tests (Average of Internal Tests 1 &  2) 25 marks 

Continuous Assessment Assignment                   15 marks 
 
Internal Examination Pattern 

Each of the two internal examinations has to be conducted out of 50 marks.  

First series test shall be preferably conducted after completing the first half of the syllabus and the 
second series test shall be preferably conducted after completing the remaining part of the 
syllabus. There will be two parts: Part A and Part B. Part A contains 5 questions (preferably, 2 
questions each from the completed modules and 1 question from the partly completed module), 
having 3 marks for each question adding up to 15 marks for part A. Students should answer all 
questions from Part A. Part B contains 7 questions (preferably, 3 questions each from the 
completed modules and 1 question from the partly completed module), each with 7 marks. Out of 
the 7 questions, a student should answer any 5. 

 

End Semester Examination Pattern: 

There will be two parts; Part A and Part B. Part A contains 10 questions with 2 questions from 
each module, having 3 marks for each question. Students should answer all questions. Part B 
contains 2 full questions from each module of which student should answer any one. Each 
question can have a maximum of 2 subdivisions and carries 14 marks. 

 

Syllabus 
Module – 1 (WWW, HTML) 

Introduction to the Internet & WWW: Evolution of Internet & World Wide Web- Web Basics, 
URI’s & URL-MIME. 

Introduction to HTML5: Structuring & editing an HTML5 document, Fundamentals of HTML -
Headings-Hyper Links- Images - Special Characters & Horizontal Rules-Lists- Tables -Forms -
Internal Linking- Meta Elements-HTML5 Form input types -Input and Data List Elements and 
autocomplete attribute- Page Structure Elements -Multimedia-HTML5 Audio & video elements.. 

Module -2 (CSS, JavaScript) 

Introduction to Stylesheets : Introduction to CSS-Basic syntax and structure-Inline Styles, 
Embedded Style Sheets, Conflict Resolution, Linking External Style Sheets-Exploring CSS 
Selectors-Properties, values, Positioning Elements: Absolute Positioning, Relative Positioning -
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Backgrounds-List Styles-Element Dimensions- Table Layouts-Box Model and Text Flow-div and 
span -Basics of Responsive CSS, Media port & Media Queries. 

Introduction to JavaScript : Introduction to Scripting- Programming fundamentals of JavaScript 
-Obtaining User Input with prompt Dialogs-Arithmetic-Decision Making -Control Statements -
Functions -Arrays -Objects -Document Object Model (DOM) -Form processing 

Module- 3 (PHP Basics) 

PHP Language Structure:  Introduction- Building blocks of PHP-Variables, Data Types -simple 
PHP program-Converting between Data Types- Operators and Expressions -Flow Control 
functions - Control statements- Working with Functions- Initialising and Manipulating Arrays-- 
Objects- String Comparisons-String processing with Regular Expression 

Module -4 (PHP- MySQL, JSON) 

Advanced PHP: Form processing and Business Logic-Cookies- Sessions & MySQL Integration-
Connecting to MySQL with PHP- Performing CREATE, DELETE, INSERT, SELECT and 
UPDATE operations on MySQL table -Working with MySQL data-Reading from Database-
Dynamic Content. 

Module- 5 (JSON, Laravel) 

JSON Data Interchange Format: Syntax, Data Types, Object, JSON Schema, Manipulating 
JSON data with PHP  

Web Development Frameworks:  Laravel Overview-Features of Laravel-Setting up a Laravel 
Development Environment-Application structure of Laravel-Routing -Middleware-Controllers-
Route Model Binding-Views-Redirections-Request and Responses. 

 
Text Books  

 1 Paul J. Deitel, Harvey M. Deitel, Abbey Deitel, Internet & World Wide Web 
How to Program 5th Edition [Module 1,2,3,4] 

 2.  Lindsay Bassett, Introduction to JavaScript Object Notation: A To-the-Point Guide to JSON 
1st Edition, O’Reilly [Module 5] 

3.   Julie C. Meloni, Pearson -PHP, MySQL & JavaScript All in One, Sams Teach Yourself,5th Ed 
[Module 4] 

4.   Matt Stauffer,” LARAVEL up and Running, A framework for building modern PHP apps”1st 
Edition, O’REILLY [Module 5] 
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 Reference Books  

1.   Robert W Sebesta, Programming the World Wide Web, 7/e, Pearson Education Inc,8th Edition 
2.   Larry Ullman, Pearson- PHP 6 and MySQL 5 for Dynamic Web Sites: Visual QuickPro Guide 
3.   Eric van der Vlist, Danny Ayers, Erik Bruchez, Joe Fawcett, Alessandro Vernet",Wrox-

Professional Web 2.0 Programming, Wiley-India edition 
4. Web Technologies Black Book 2018(As per Mumbai University Syllabus) HTML, CSS3, 

JavaScript, iQuery, AJAX,PHP,XML,MVC and Laravel DT Editorial Services (ISBN: 
9789386052490) 

Course Level Assessment Questions 
Course Outcome 1 (CO1): 

1. Construct a valid HTML document for your personal Profile registration page for a Job 
Site www.123Jobs.com. Add relevant HTML elements in a table, to accept a minimum of 
10 different fields which includes your name, address, phone, email address, your picture, 
your college; your branch, fields for your personal history (Minimum 3 fields), favourite 
theory and practical subjects (Checkbox), Username, Password(password) 

2. What is MIME?  Give the expansion of MIME. List four examples for MIME types. State 
the reason why MIME type specification is necessary in    a request-response transaction 
between a browser and server. 

3. What is codec? Recognize the role of controls attribute in <video> & <audio> tag in 
HTML. Use the COVID vaccination promotional video ‘MySafety.mp4’ in a web page 
with suitable HTML code, ‘autoplay’ option enabled and displayed in a standard 
dimension 750 X500. 

Course Outcome 2 (CO2): 

1. Organize a sample web page for the event ‘Raagam2021’ at your campus and use 
embedded Style sheets to apply a minimum 5 styles. State the Style Specification 
format of embedded style sheets. 

2. Write CSS style rules to implement the following in a web page: 
a. to display the content of hyperlinks with yellow background color and in italics 
b. to display the contents of unordered lists in bold and in Arial font 
c. to display a background image titled “birds.jpg” with no tiling. 

3. Write the code for an HTML document with embedded JavaScript scripts, which 
initially displays a paragraph with text "Welcome" and a button titled "Click". When 
the button is clicked, the message "Hello from JavaScript" in bold should replace the 
paragraph text  
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Course Outcome 3 (CO3): 

1. Write a PHP program to store the name and roll no of 10 students in an Associative 
Array and Use foreach loop to process the array and Perform asort, rsort and ksort in 
the array. Illustrate with suitable output data 

2. Design an HTML page which enters a given number, write a PHP program to display 
a message indicating, whether the number is odd or even, when clicking on the submit 
button. 

3. Write a PHP program to compute the sum of the positive integers up to 100 using do 
while.    

Course Outcome 4 (CO4): 

1. Write a PHP form handling program to verify the user authentication credentials of a 
web page using MySQL connection and store the userid value as a Session variable if 
the userid is valid. 

2. Create a valid HTML document for yourself, including your name, address, and email 
address. Also add your college; your major and the course. Perform form handling in 
PHP and process the output using POST method. 

3. Write an embedded PHP script which displays the factorial of all numbers from 1 to 10 in a 
table in the web page. The factorial should be calculated and returned from a function. The 
table headings should be "Number" and "Factorial" 

Course Outcome 5 (CO5):  

1. What is Route Model Binding in Laravel? Which types of route model binding are 
supported in Laravel? 

2. Explain how laravel performs route handling using routes calling controller methods? 

3. List the data types used in JSON? Explain the use of parse () and    stringify() 
functions in JSON with examples. 
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Model Question Paper 

QP CODE:                                                                                                                            

Reg No: _______________ 

Name: _________________              PAGES : 4 

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY 

SEVENTH SEMESTER B.TECH DEGREE EXAMINATION, MONTH & YEAR 

Course Code: CST463 

Course Name: Web Programming 

Max. Marks : 100                                                                                                   Duration: 3 Hours 

PART A 

Answer All Questions. Each Question Carries 3 Marks 

1.  Define WWW. List any two examples of web server & web browser. Differentiate 
between URL and a domain? 

 

2.  Write the syntax of the URL? Rewrite the default URL of your university website 
by adding a subdomain named ‘Research’ and a web page named ‘FAQ.html’. 
Also link this URL through the logo of ‘kturesearch.png’ placed in a web page. 
The FAQ page should be opened in a new window. 

 

3.  Illustrate the implementation of a JavaScript function greeting () using external .js 
file, to display a welcome message, when you click on a Button in an HTML page. 

 

4.  What are different ways of adjusting spacing in a text with suitable example.  

5.  Discuss the various CSS style sheet levels with suitable examples. How are 
conflicts resolved when multiple style rules apply to a single web page element? 

 

6.  Describe how input from an HTML form is retrieved in a PHP program, with an 
example 

 

7.  Write a PHP program to check whether a number is prime number or not.  

8.  Discuss the various steps for establishing PHP-MySQL connection with a MySQL  
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database ? 

9.  Describe the schema of a document implemented in JSON with suitable examples  

10.  Explain the role of Resource controllers in Laravel.  
(10x3=30) 

Part B 

(Answer any one question from each module. Each question carries 14 Marks) 

11.  (a) Design a webpage that displays the following table. 

 

(6) 

(b) What is the difference between radio buttons and checkboxes when 
implemented using HTML? Write HTML code to implement a form which 
has the following elements: 

i. A textbox which can accept a maximum of 25 characters 
ii. Three radio buttons with valid Label, Names and values 

iii. Three check boxes buttons with valid Label, Names and values 
iv. A selection list containing four items, two which are always visible 
v.  A submit button clicking on which will prompt the browser to send the 

form data to the server “http://www..mysite.com/reg.php” using “POST” 
method and reset button to clear its contents. You can use any text of 
your choice to label the form elements. 

(8) 

 OR  

12.  (a) Write the equivalent HTML code to implement the following in a web page: 
(i) An image titled “birds.jpg” with a height of 100 pixels and width of 200 
pixels. If the image cannot be accessed, a message “No image available” 
should be displayed (ii) A hyperlink to the URL 
“www.mysite.com/birds.jpg”. The hyperlink should have the label “Click 
Here”. 

(6) 

(b) Create a static HTML document for your portfolio, which includes the 
following contents: your name, address, Mobile Number and email address. 
Also add the details about your college, university, your major and the batch 

(8) 
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of study. Include a picture of yourself and at least one other image 
(friend/pet/role model) to the document with a short description about that.  
Add three paragraphs about your personal history, with links to your social 
media profile. Also create an ordered list for describing your Skill Set & an 
unordered list showing your Strengths & Weaknesses.  

13.  (a) Illustrate the usage of JavaScript DOM in event handling and explain any 
three methods with example.    

(8) 

(b) Write CSS and the corresponding HTML code for the following: 
i. Set the background color for the hover and active link states to "green" 

ii. Set the list style for unordered lists to "square". 
iii. Set "Flower.png" as the background image of the page and set 3%            

margin for the pages 
iv. Set dashed border for left and right and double border for top & bottom 

of a table with 2 rows. 

(6) 

OR 

14.  (a) List the order of precedence of style levels. Organize a sample web page for 
providing ‘KTU BTech Honours Regulation 19’ for KTU and use embedded 
Style sheet to apply minimum 5 styles for list, tables and pages. 

(6) 

(b) Illustrate the different ways of Array declaration in JavaScript. Describe the 
function of the following JavaScript Array object methods with examples. 
 (i) join   (ii) slice 
 

(8) 

15.  (a) Explain any six string handling functions used in PHP with example. (6) 

(b) How does a PHP array differ from an array in C? List the different ways to 
create an array in PHP with an example. Explain any 4 functions that deals 
with PHP array. 

(8) 

OR 

16.  (a) During the process of fetching a web page from a web server to a client 
browser, at what point does an embedded PHP script get executed. What are 
the two modes that the PHP processor operates in? Explain 

(6) 

(b) Why is PHP considered to be dynamically typed? Distinguish between (8) 
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implode and explode function in PHP with suitable examples. 

17.  (a) Write equivalent PHP statements corresponding to the following: 
i. Declare an associative array named “ages” to store the key-value pairs 

(“Alice”, 30), (“Bob”, 30), (“Harry”, 35), (“Mary”, 32). 
ii. Modify the value associated with the key “Mary” to 28. 

iii. Sort the array according to values maintaining the key-value 
 relationships and print the sorted key-value pairs. 

iv. The entry identified by the key “Bob” 

(8) 

 (b) What are the uses of cookies in web pages? Describe syntax for setting 
cookies in PHP. How can you access and delete the cookie using setcookie() 
function?  

(6) 

OR 

18.  (a) Write a PHP form handling program to perform the user registration of any 
website with a minimum of 5 different fields and insert the data into a 
MySQL table after establishing necessary connections with the DB, 

(8) 

(b) Design the HTML page which enters a given number and embed the PHP 
code to display a message indicating, whether the number is odd or even, 
when clicking on the ‘CHECK NUMBER’ button. 

(6) 

19.  (a) With a neat diagram, explain about Laravel MVC Framework.  (6) 

(b) Discuss in detail about Laravel’s Routing mechanisms.  (8) 

OR 

20.  (a) Enumerate the data types in JSON. Illustrate the document definition of a 
‘Student document ‘using JSON Schema. 

(8) 

(b) Discuss the following in Laravel Views 
i. Creating & Rendering Views 

ii. Passing Data to Views 
iii. Sharing Data with All Views             

(6) 
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Teaching Plan 
 

No Contents 

No of 
Lecture 
Hrs (35 

hrs) 

Module 1 (7 hours) 

Introduction to Internet and WWW 

1.1 Evolution of Internet &World Wide Web- Web Basics URI’s & URL -MIME 
[Book 1 - Chapter 1] 

1 

Introduction to HTML5 

1.2 Structuring & editing an HTML5 document- Fundamentals of HTML, Headings- 
Images [Book 1 - Chapter 2] 

1 

1.3 Hyper Links, Internal Linking- Lists [Book 1 - Chapter 2] 1 

    1.4 Special Characters & Horizontal Rules- meta Elements- div and span 
 [Book 1 - Chapter 2] 

1 

1.5 Tables- Forms [Book 1 - Chapter 2] 1 

1.6 HTML5 Form input types, input and data list Elements and autocomplete 
attributes-Page Structure Elements [Book 1 - Chapter 3]  

1 

1.7 Multimedia-HTML5 Audio & video elements [Book 1 - Chapter 9] 1 

Module 2 (10 hours)  

Introduction to Cascading Style Sheets(CSS) 

2.1 Introduction to CSS3-Basic syntax and structure-Inline Styles [Book 1 - Chapter 4] 1 

2.2 Embedded Style Sheets-Linking External Style Sheets [Book 1 - Chapter 4] 1 

2.3 Exploring CSS Selectors-Properties-values [Book 1 - Chapter 4]  1 

2.4 Positioning Elements: Absolute Positioning- Relative Positioning -Backgrounds- 
List Styles- Table Layouts [Book 1 - Chapter 4]  

1 
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2.5 Box Model and Text Flow, Basics of Responsive CSS-Media port & Media 
Queries  [Book 1 - Chapter 4]  

1 

Introduction to JavaScript 

2.6 Introduction to Scripting- Programming fundamentals of JavaScript -Obtaining 
User Input with prompt Dialogs [Book 1 - Chapter 6] 

1 

2.7 Arithmetic-Decision Making [Book 1 - Chapter 6] 1 

2.8 Control Statements [Book 1 - Chapter 7]- Functions [Book 1 - Chapter 9] 1 

2.9 Arrays [Book 1 - Chapter 10]   - Objects [Book 1 - Chapter 11] 1 

2.10 Document Object Model (DOM)- Form processing [Book 1 - Chapter 12,13] 1  

Module 3 (6 hours) 

Introduction to PHP 

3.1 Building blocks of PHP-Variables, Data Types simple PHP program [Book 3- 
Chapters 4]  

1 

3.2 Converting between Data Types, Operators and Expressions -Flow Control 
functions [Book 1- Chapters 19] 

1 

3.3 Control Statements -Working with Functions [Book 3- Chapters 6] 1 

3.4 Initialising and Manipulating Arrays- Objects [Book 1- Chapters 19] 1 

3.5 Working with Strings-String processing with Regular expression, Pattern Matching 
[Book 1- Chapters 19] 

1 

3.6 Form processing and Business Logic [Book 1- Chapters 19] 1 

Module 4 (6 hours) 

PHP -MYSQL 

4.1 Cookies- Sessions [Book 1- Chapters 19]  1 

4.2 PHP& MySQL Integration-Connecting to MySQL with PHP . 
[Book 4- Chapters 18] 

1 
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4.3 Working with MySQL data [Book 4- Chapters 18] 1 

4.4 Performing CREATE, DELETE, INSERT operations on MySQL table from PHP 
Program. [Book 4- Chapters 16] 

1 

4.5 Performing SELECT and UPDATE operations on MySQL table from PHP 
Program. [Book 4- Chapters 16] 

1 

4.6 Building Dynamic Content in PHP application [Book1- Chapter19] 1 

Module 5 (6 hours) 

  JSON    

5.1  JSON Data Interchange Format -Syntax, Data Types, Object  
[Book 2 - Chapters 1-2] 

1 

5.2 JSON Schema, Manipulating JSON data with PHP [Book 2 - Chapter 3,4] 1 

  LARAVEL   

5.3 Laravel Overview- Design Pattern- Laravel Features [Book 4- Chapters 1]  
Setting up a Laravel Development Environment-Application structure of Laravel 
[Book 4- Chapters 2] 

1 

5.4 Laravel Basics Routing -middleware - Controllers [Book 4- Chapters 3] 1 

5.5 Route Model Binding-Views-Redirections [Book 4- Chapters 3] 1 

5.6 Blade Templating-echoing data, control structures [Book 4- Chapters 4] 1 
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CST473 NATURAL LANGUAGE 
PROCESSING 

CATEGORY L T P CREDIT YEAR OF 
INTRODUCTION 

PEC 2 1 0 3 2019 
 
Preamble: This course enables the learners to understand the concepts of Natural Language 
Processing. The course covers basic pre-processing steps, language models, text classification 
using machine learning algorithms, information and relation extraction methods, Information 
Retrieval, Question Answer Systems and Machine Translation models. This course enables the 
students to apply techniques and methods to solve challenging real-world problems in NLP.  

Prerequisite: Nil. 

Course Outcomes: After the completion of the course the student will be able to 

CO1 Summarize basic concepts and learning methods for NLP (Cognitive Knowledge 
Level: Understand) 

CO2 Demonstrate the relevance of pre-processing methods on text data(Cognitive 
Knowledge Level: Apply) 

CO3 Compare different language modelling techniques(Cognitive Knowledge Level: 
Apply) 

CO4 Make use of NLP techniques in Text Classification and Information 
Retrieval(Cognitive Knowledge Level: Apply) 

CO5 Explain Information Extraction, Relation Detection, QA Systems and Machine 
Translation(Cognitive Knowledge Level: Understand) 

 
Mapping of course outcomes with program outcomes 

 PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1             

CO2             

CO3             

CO4             

CO5             
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Abstract POs defined by National Board of Accreditation 

PO# Broad PO PO# Broad PO 

PO1 Engineering Knowledge PO7 Environment and Sustainability 

PO2 Problem Analysis PO8 Ethics  

PO3 Design/Development of solutions PO9 Individual and team work 

 

PO4 
Conduct investigations of 
complex problems 

 

PO10 
 

Communication 

PO5 Modern tool usage PO11 Project Management and Finance 

PO6 The Engineer and Society PO12 Life long learning 

 

Assessment Pattern 

Bloom’s 
Category 

Continuous Assessment Tests End Semester Examination 
Marks (%) 

Test 1 (%) Test 2 (%) 

Remember 30 30 30 

Understand 40 40 40 

Apply 30 30 30 

Analyze    

Evaluate    

Create    

 
Mark Distribution  
 

Total Marks CIE Marks ESE Marks ESE Duration 

150 50 100 3 
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Continuous Internal Evaluation Pattern:  

Attendance 10 marks 

Continuous Assessment Tests (Average of  Internal Tests 1 &  2) 25 marks 

Continuous Assessment Assignment 15 marks 

Internal Examination Pattern 

Each of the two internal examinations has to be conducted out of 50 marks. First series test shall 
be preferably conducted after completing the first half of the syllabus and the second series test 
shall be preferably conducted after completing remaining part of the syllabus. There will be two 
parts: Part A and Part B. Part A contains 5 questions (preferably, 2 questions each from the 
completed modules and 1 question from the partly completed module), having 3 marks for each 
question adding up to 15 marks for part A. Students should answer all questions from Part A. Part 
B contains 7 questions (preferably, 3 questions each from the completed modules and 1 question 
from the partly completed module), each with 7 marks. Out of the 7 questions, a student should 
answer any 5. 

End Semester Examination Pattern: 

There will be two parts; Part A and Part B. Part A contains 10 questions with 2 questions from 
each module, having 3 marks for each question. Students should answer all questions. Part B 
contains 2 full questions from each module of which student should answer any one. Each 
question can have maximum 2 sub-divisions and carries 14 marks. 

 

Syllabus 

Module – 1 (Introduction to NLP) 

NLP Tasks and Applications, Language-Building Blocks, Challenges of NLP, Machine Learning 
for NLP – Naïve Bayes Classifier, Logistic Regression, Support Vector Machines, Approaches to 
NLP-- Heuristics-Based NLP, Machine Learning-based NLP. 

Module – 2 (Pre-processing and Representation Models)  

NLP System Pipeline--Steps--Data Acquisition, Text Extraction and Clean-up, Pre-processing, 
Feature Engineering, Modelling, Evaluation, Post-Modelling Phases 
 

 Text Representation--Vector Space Models--Basic Vectorization Approaches--One-Hot 
Encoding, Bag of Words, Bag of N-Grams TF-IDF; Distributed Representations-- Word 
Embeddings, Doc2Vec. 

Module - 3 ( Classification and Information Extraction)  

Text Classification--Text classification applications – Pipeline for building text classification 
systems, Naïve Bayes for Sentiment Classification – Naïve Bayes Classifier Training – 
Optimizing for Sentiment Analysis, Logistic Regression, Support Vector Machine for Text 
Classification  
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Information Extraction(IE)—IE Applications – The General Pipeline for IE - Named Entity 
Recognition(NER), Ambiguity in Named Entity Recognition – NER as Sequence Labeling – 
Evaluation of NER. 

Module - 4 (Relation Detection and Information Retrieval) 

Relation Detection and Classification – Supervised Learning Approaches to Relation Analysis – 
Lightly Supervised Approaches to Relation Analysis – Evaluation of Relation Analysis systems  

Information Retrieval – Term weighting and document scoring – Inverted Index – Evaluation of 
Information Retrieval Systems. 

Module - 5 (QA Systems and Machine Translation )  

Question-Answering Systems – Factoid Question Answering – Question Processing – Passage 
Retrieval – Answer Processing – Evaluation of Factoid Answers  
 

Machine Translation – Why Machine Translation is Hard – Classical Machine Translation – 
Direct Translation – Transfer – Statistical Machine Translation- The Phrase based Translation 
model – Alignment in MT – Training Alignment Models – Symmetrizing Alignments for Phrase-
based MT – Decoding for Phrase-based Statistical MT 

 

Text Books 

1. Daniel Jurafsky, James H. Martin , “Speech and Language Processing”(2nd and 3rd editions), 
Pearson Prentice Hall 

2. Sowmya Vajjala, Bodhisattwa Majumder, Anuj Gupta, Harshit Surana,” Practical Natural 
Language Processing: A Comprehensive Guide to Building Real-World NLP Systems “  June 
2020 Publisher(s): O'Reilly Media, Inc. ISBN: 9781492054054.  
 

Reference Books 

1. James Allen, “Natural Language Understanding”, Second Edn , Pearson. 
2. Christopher Manning and Hinrich Schutze, Statistical Natural Language Processing, MIT Press. 

 

Course Level Assessment Questions 

Course Outcome1 (CO1):  

1. Explain the fundamental tasks that make up an NLP system. 

2. Why is NLP considered a challenging problem domain? 

3. The following table shows data about the profile of customers and whether they 
purchase computers or not. Given this data, use Naïve Bayes Classifier to classify 
the customer X  (age = youth, income = medium, student = yes, credit rating = fair) 
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4. Illustrate how linearly inseparable data can be made linearly separable by suitable 

mapping using kernel functions. 

Course Outcome 2(CO2): 
1. Mention two issues associated with sentence segmentation. 

2. Show how is lemmatization done using Python Library. 

3. Given a dataset of tweets, prepare the data for sentiment analysis by doing the 
following operations: conversion to  lower casing, removal of punctuations, removal 
of stop-words, stemming, lemmatization, removal of emojis and removal of URLs. 
(Assignment Question) 

 
Course Outcome 3(CO3):  

1. Compare Bag-of-Words model and Bag-of-n-gram model. 

2. Illustrate how TF-IDF model is used to represent text. Mention the advantage of TF-

IDF over other models. 

3. A corpus of data is given below :  

 
Use one hot-encoding and Bag-of-words models to represent “dog bites man”. 

Using the toy corpus given above, represent the sentence “Dog and Man eat meat” with 
TF-IDF model. Use python code for implementation. (Assignment Question)  
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Course Outcome 4(CO4): .  

1. Given the following data about documents and contents, use tf-idf document scoring 

method to retrieve the document for the query “best game” 

Doc 1  
The game was so exciting. The players excelled in every 
department of the game. 

Doc 2  It was an excellent game. 
Doc 3  The game was not good. The moves were boring 

 

2. A corpus of data is available from a social media platform that represents review of 

books. How can Naïve Bayes Classifier be used for sentiment analysis of the 

reviews? What changes can be made to this classifier to make it tuned for sentiment 

analysis. 

3. Use python library to implement sentiment analysis of review of a book, given a toy 

corpus data set given below.  (Assignment Question) 

Document Category 
just plain boring Negative 
entirely predictable and lacks energy Negative 
no surprises and very few laughs Negative 
very powerful book  Positive 
the best book of the summer Positive 

 

Course Outcome 5(CO5):   
1. Explain lightly supervised approaches to relational analysis. 

2. Explain a statistical algorithm for word alignment in Machine Translation. 
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Model Question Paper 

QP CODE:                                                                                                                            

Reg No: _______________ 

Name: _________________              PAGES : 4 

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY 

SEVENTH SEMESTER B.TECH DEGREE EXAMINATION, MONTH & YEAR 

Course Code: CST473 

Course Name: Natural Language Processing 

Max. Marks : 100                                                                                                   Duration: 3 Hours 

PART A 

Answer All Questions. Each Question Carries 3 Marks 

1.  Differentiate information extraction and information retrieval.  

2.  State Bayes’ Theorem.  

3.  List three preprocessing steps that are necessary for an HTML file.  

4.  Differentiate CBOW and Skipgram models  

5.  Explain the role of support vectors in SVM Classification.  

6.   Explain challenges in Name Entity Recognition.  

7.  How is a Relational Analysis System evaluated?  

8.  Explain the need for an inverted index in an information retrieval system. Are there 
any more efficient data structures that serve the same purpose. 

 

9.  How do you extract answers to DEFINITION questions?  

10.  What are the components that make up a noisy channel model of statistical 
Machine Translation? 

 
(10x3=30) 
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Part B 

(Answer any one question from each module. Each question carries 14 Marks) 

11.  (a) How is classification done by SVM on linearly separable data? (8) 

(b) What is a kernel function? What is the need for a kernel function? Can a 
kernel function be replaced by an ordinary mapping function? 

(4) 

(c) Explain Heuristic-based NLP. (2) 

 OR  

12.  (a) Illustrate the steps involved in classification in Naïve Bayes Classifier. (8) 

(b) Explain the fundamental tasks that make up an NLP system. (6) 

13.  (a) Supposing that a set of social media posts’ dataset is available to do sentiment 
analysis. What pre-processing steps need to be done in order to use the data 
for generating a language model?  Illustrate. 

(8) 

(b) Illustrate Bag-of-ngrams model with an example. (6) 

OR 

14.  (a) Explain the concept of word embeddings as a model for text representation. (6) 

(b) Compare word embeddings model with vectorization approaches.  (4) 

 (c) Explain the concept of feature engineering in NLP Systems. (4) 

15.  (a) 1. Given the following data about movie review and its classification, 
classify  “predictable with no fun” to one of the classes using Naïve 
Bayes Classifier.    

Document Category 
just plain boring Negative 
entirely predictable and lacks energy Negative 
no surprises and very few laughs Negative 
very powerful Positive 
the most fun film of the summer Positive 

 

(10) 

(b) Explain challenges in Name Entity Recognition. (4) 
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OR 

16.  (a) Explain Logistic Regression for Text Classification.      (6) 

(b) Explain Name Entity Recognition using Sequence Labeling. (8) 

17.  (a) Explain supervised approach to relation analysis. What are its limitations? (10) 

 (b) How is term selection done for indexing? (4) 

OR 

18.  (a) Given the following data about documents and contents, use tf-idf document 
scoring method to retrieve the document for the query “sweet love”.  
 

Doc 1  Sweet sweet nurse! Love 
Doc 2  Sweet sorrow 
Doc 3  How sweet is love? 
Doc 4 Nurse! 

 

(10) 

(b) Explain the approaches to evaluate a relation analysis system. (4) 

19.  (a) Explain the phases of a factoid question-answering system. (8) 

(b) Give an algorithm for word alignment in Machine Translation. (6) 

OR 

20.  (a) How is decoding done in a Phrase-based Statistical Machine Translation 
System? 

(10) 

(b) Explain the concept of Mean Reciprocal Rank. (4) 
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Teaching Plan 

 No Contents 
No of 
Lecture  
Hrs: 35 

Module 1 : Introduction to NLP (7 hours) 

1.1 Introduction to NLP – Tasks and Applications 1 

1.2 Language – Building Blocks, Challenges of NLP 1  

1.3 Approaches to NLP - Heuristics-Based NLP, Machine Learning for 
NLP  1  

1.4 Machine Learning for NLP – Naïve Bayes Classifier 1  

1.5 Logistic Regression   1 

1.6 Support Vector Machines – Linearly Separable Data 1 

1.7 Support Vector Machines – Linearly Inseparable Data 1 

Module 2 : Pre-processing and Representation Models( 7 hours) 

2.1 NLP System Pipeline – Stages – Overview, Data Acquisition 1  

2.2 NLP System Pipeline – Text Extraction and Cleanup  1  

2.3 NLP System Pipeline – Preprocessing - Sentence segmentation, Word 
tokenization, Stemming and lemmatization 

1  

2.4 Feature Engineering, Model Building, Evaluation – Metrices, Post-
modeling phase 

1  

2.5 Text Representation – Vector Space Model, Vectorization 
Approaches – One hot encoding, Bag of words  

1  

2.6 Bag of n-grams, TF-IDF 1  

2.7 Word Embeddings – Word2Vec- CBOW, SkipGram models 1  

Module 3: Classification and Information Extraction(7 hours) 

3.1 
Text Classification--Text classification applications – Pipeline for 
building text classification systems 1  

3.2 Sentiment Analysis using Naïve Bayes Classifier  1  

3.3 Case Studies for Text Classification using Logistic Regression and 1  
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Support Vector Machines 

3.4 
Information Extraction (IE)  and Applications, IE Tasks and the IE 
Pipeline 

1  

3.5 Named Entity Recognition (NER) – Ambiguity in NER 1  

3.6 NER as Sequence Labeling 1  

3.7 Evaluation of NER, Practical NER Systems 1  

Module 4 : Relation Detection and Information Retrieval(5 hours) 

4.1 Relation Detection and Classification – Supervised Learning 
Approaches to Relation Analysis 

1  

4.2 Relation Detection and Classification – Lightly Supervised 
Approaches to Relation Analysis 

1  

4.3 
Relation Detection and Classification -Evaluation of Relation 
Analysis systems 1  

4.4 Information Retrieval – Term weighting and document scoring 1  

4.5 Inverted Index, Evaluation of Information-Retrieval Systems 1  

Module 5 : QA Systems and Machine Translation (9 hours) 

5.1 
Question-Answering Systems – Factoid Question Answering, 
Question Processing 

1 

5.2 Passage Retrieval 1 

5.3 Answer Processing, Evaluation of Factoid Answers 1 

5.4 Machine Translation – Why Machine Translation is Hard 1 

5.5 Classical Machine Translation 1 

5.6 Statistical Machine Translation 1  

5.7 The Phrase based Translation model 1 

5.8 Alignment in Machine Translation 1  

5.9 Decoding for Phrase-based Statistical MT 1 
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CST415 INTRODUCTION TO 
MOBILE COMPUTING 

CATEGORY L T P CREDIT YEAR OF 
INTRODUCTION 

OEC 2 1 0 3 2019 

 
Preamble: The purpose of this course is to prepare learners to understand the functionalities 

and design considerations of mobile computing. The course content is designed to cover the 

mobile computing architecture, features of different communication systems and major 

elements of mobile security and next generation computer systems. This course enables the 

learners to acquire advanced concepts on mobile and ad-hoc networks.  

  

Prerequisite: A good knowledge of data communication and computer networks. 

 

Course Outcomes: After the completion of the course the student will be able to 
 

CO# Course Outcomes 

CO1 Describe the mobile computing applications, services, design considerations 
and architectures(Cognitive knowledge: Understand) 

CO2 Identify the technology trends for cellular wireless networks(Cognitive 
knowledge:Understand) 

CO3 Summarize the Short Messaging Service and General Packet Radio Service 
(Cognitive knowledge: Understand) 

CO4 Outline the LAN technologies used in mobile communication (Cognitive 
knowledge: Understand) 

CO5 Describe the security protocols and apply suitable security algorithm to 
secure the communication (Cognitive knowledge: Apply) 

CO6 Explain the fundamental concepts of next generation mobile 
networks(Cognitive knowledge: Understand) 
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Mapping of course outcomes with program outcomes 
 
 PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1             

CO2             

CO3             

CO4             

CO5             

CO6             

 
 

Abstract POs defined by National Board of Accreditation 

PO# Broad PO PO# Broad PO 

PO1 Engineering Knowledge  PO7 Environment and Sustainability  

PO2 Problem Analysis  PO8 Ethics  

PO3 Design/Development of solutions  PO9 Individual and team work  

PO4 Conduct investigations of complex problems  PO10 Communication  

PO5 Modern tool usage   PO11 Project Management and Finance  

PO6 The Engineer and Society  PO12 Life long learning  

 
Assessment Pattern 
 

Bloom’s Category 
Continuous Assessment Tests End Semester Examination 

(%) Test 1 (%) Test 2 (%) 

Remember 30 30 30 

Understand 50 50 50 

Apply 20 20 20 

Analyse    

Evaluate    
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Create    
 
Mark Distribution 
 

Total Marks CIE Marks ESE Marks ESE Duration 

150 50 100 3 
 

 
Continuous Internal Evaluation Pattern:  

Attendance    : 10 marks 

Continuous Assessment Test  : 25 marks 

Continuous Assessment Assignment : 15 marks  

 

Internal Examination Pattern:  

Each of the two internal examinations shall be conducted for 50 marks. First series test shall 

be conducted preferably after completing the first half of the syllabus and the second series 

test shall be conducted preferably after completing the remaining part of the syllabus. There 

shall be two parts for the question paper: Part A and Part B. Part A shall contain five questions 

(preferably, two questions each from the fully completed modules and one question from the 

partly covered module), having three marks for each question adding up to 15 marks for part 

A. A student is expected to answer all questions from Part A. Part B shall contain seven 

questions (preferably, three questions each from the fully completed modules and one question 

from the partially completed module), each having seven marks. Out of the seven questions, a 

student is expected to answer any five. 

 

End Semester Examination Pattern: 

There shall be two parts; Part A and Part B. Part A shall contain 10 questions with 2 questions 

from each module, having 3 marks for each question. A student is expected to answer all 

questions from Part A. Part B shall contain 2 questions from each module, out of which a 

student is expected to answer any one. Each question shall have a maximum of two sub-

divisions and shall carry 14 marks. 
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Syllabus 
 

Module-1 (Mobile Computing Architecture) 
Introduction to mobile computing – Functions, Devices, Middleware and gateways, 
Applications and services, Limitations. Mobile computing architecture – Internet: The 
ubiquitous network, Three-tier architecture, Design considerations for mobile computing. 
 
Module-2 (Communication Systems) 
Mobile computing through telephony - Evolution of telephony, Multiple access 
procedures - Frequency Division Multiple Access (FDMA), Time Division Multiple 
Access (TDMA), Code Division Multiple Access (CDMA), Space Division Multiple 
Access (SDMA). Satellite communication systems – Basics, Applications, Geostationary 
Earth Orbit (GEO), Low Earth Orbit (LEO), Medium Earth Orbit (MEO), Satellite 
phones. Mobile computing through telephone – Interactive Voice Response (IVR) 
architecture, Overview of voice software, Developing an IVR application. Global System 
for Mobile Communication (GSM) - Introduction, Architecture, Entities, Call routing, 
Mobility management, Frequency allocation, Authentication and security. 
 
Module-3 (Short Messaging Service and General Packet Radio Service) 
Short Message Service (SMS) – Strengths, Architecture, Value added services, Accessing 
the SMS bearer. General Packet Radio Service (GPRS) – Architecture, Network 
operations, Data services, Applications, Limitations, Billing and charging.  
 
Module-4 (Wireless Local Area Networks) 
Wireless Local Area Network (WLAN) - Advantages, Evolution, Applications, 
Architecture, Mobility, Security, Deploying WLAN. Wireless Local Loop (WLL) – 
Architecture. High Performance Radio Local Area Network (HIPERLAN). WiFi Vs 3G.  

 

Module-5 (Mobile Security and Next Generation Networks) 
Security issues in mobile computing - Information security, Security techniques and 
algorithms, Security protocols. Next generation networks – The Converged Scenario, 
Narrowband to broadband, Orthogonal Frequency Division Multiplexing (OFDM), Multi 
Protocol Label Switching (MPLS), Wireless Asynchronous Transfer Mode (WATM), 
Multimedia broadcast services.  
 
Text Books 
1. Asoke K. Talukder, Hasan Ahmad, Roopa R Yavagal, Mobile Computing 

Technology- Application and Service Creation, 2nd Edition, McGraw Hill Education. 
2. Schiller J., Mobile Communications, 2/e, Pearson Education, 2009.  
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Reference Books 

1. Andrew S. Tanenbaum, Computer Networks, 6/e, PHI. 
2. Theodore S. Rappaport, Wireless Communications Principles and Practice, 2/e, PHI, 

New Delhi, 2004. 
3. Curt M. White, Fundamentals of Networking and Communication 7/e, Cengage learning.  

 
Course Level Assessment Questions 

 
Course Outcome 1 CO1): 

1. Describe the design considerations in mobile computing. 
2. Give five examples of mobile computing applications.  

Course Outcome 2 (CO2): 
1. Draw a call flow diagram for a theatre ticket booking system. 
2. Illustrate the GSM architecture with figure. 

Course Outcome 3 (CO3):  
1. Illustrate the billing and charging services in GPRS. 
2. Describe the SMS architecture. 

Course Outcome 4 (CO4):  
1. Compare IEEE 802.11, HIPERLAN with respect to their ad-hoc capabilities. 
2. Discuss the security mechanism used in WLAN. 

Course Outcome 5 (CO5):  
1. With the help of a suitable example, show the working of Diffie-Hellman key 

exchange algorithm.     
2. Bob chooses 7 and 11 as two prime numbers and chooses e as 13. Find an 

appropriate value for d and decrypt the plaintext 5 send by Alice to Bob. 
3. Describe the security issues in mobile computing. 

Course Outcome 6 (CO6):  
1. Describe WATM and Multimedia broadcast services. 
2. Describe the significance of Orthogonal Frequency Division Multiplexing 

(OFDM) in next generation networks. 
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Model Question Paper 
 

QP CODE:          PAGES: 3 
 
Reg No:_______________ 
Name:_________________ 

 
APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY  

SEVENTH SEMESTER B.TECH DEGREE EXAMINATION, MONTH & YEAR 

Course Code: CST415 

Course Name : INTRODUCTION TO MOBILE COMPUTING 

Max Marks: 100        Duration: 3 Hours 

PART-A 
(Answer All Questions. Each question carries 3 marks) 

 
1.  Explain the different types of middleware and gateways required in mobile 

computing. 
 

2.  List any six limitations of mobile computing.  

3.  Compare and contrast the satellite systems – GEO, LEO and MEO.  

4.  How is frequency allocation done in GSM?  

5.  What are the various strengths of SMS?  

6.  How is billing and charging done in GPRS?  

7.  What are the different types of Wireless LANs?  

8.  Describe the architecture of a Wireless Local Loop.  

9.  Explain the key features of TLS protocol.  

10.  How are attacks classified?  
(10x3=30) 

 Part B 
(Answer any one question from each module. Each question carries 14 Marks) 

 

11.  (a) Describe any four mobile computing functions. (4) 

(b) Explain the three-tier architecture of mobile computing with figure.              (10) 

OR 
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12.  (a) Describe the significance and functions of core, edge and access network. (6) 

(b) Explain the terms (i) Client Context Manager (ii) Policy Manager (iii) Security 
Manager (iv) Adaptability Manager  

(8) 

13.  (a) Why is multiple access important? With the help of suitable examples, explain 
the various multiple access techniques. 

(7) 

(b) Describe the different algorithms used for security and authentication in GSM.   (7) 

OR 

14.  (a) Show how call routing is done in GSM.  Give an example.  (7) 

(b) Explain the process of handover. How does handover differ from roaming? (7) 

15.  (a) With the help of neat sketches, explain the difference between Short Message 
Mobile Terminated (SM MT) and Short Message Mobile Originated (SM MO) 
messages. 

(6) 

(b) Explain the network operations in GPRS.    (8) 

OR 

16.  (a) How does operator-centric pull differ from operator-independent push and pull? (7) 

(b) Describe the data services and applications of GPRS. (7) 

17.  (a) Compare the HIPERLAN and OSI layered architecture. (4) 

 (b) Explain the 802.11 architecture.                     (10) 

OR 

18.  (a) Compare 3G and WiFi.   (7) 

(b) Explain the HIPERLAN communication models with suitable diagrams. (7) 

19.  (a) Given p = 7, q = 17 and e = 5. Find the value of d and also encrypt the message 
P = 65 using RSA. 

(7) 

(b) Explain the role of MPLS in service provisioning. (7) 

OR 

20.  (a) With the help of a suitable example, show the working of Diffie-Hellman key 
exchange algorithm. 

(7) 

(b) Explain the features of any three multimedia broadcast services.    (7) 
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TEACHING PLAN 
 

No Contents No.of 
Lecture Hrs 

(35 hrs) 

Module-1 (Mobile Computing Architecture) (6 hrs) 

1.1 Introduction to mobile computing – Functions, Devices, 
Middleware and gateways 

1 

1.2 Applications, services, limitations, Internet: The ubiquitous 
network 

1 

1.3 Three-tier architecture (Lecture 1) 1 

1.4 Three-tier architecture (Lecture 2) 1 

1.5 Design considerations for mobile computing (Lecture 1) 1 

1.6 Design considerations for mobile computing (Lecture 2) 1 

Module-2 (Communication Systems) (7hrs) 

2.1 
Evolution of telephony, Multiple access procedures – 
FDMA, TDMA, CDMA, SDMA 

1 

2.2 
Satellite communication systems – GEO, MEO, LEO, 
Satellite phones 

1 

2.3 Interactive Voice Response (IVR) architecture, Overview of 
voice software, Developing an IVR application (Call flow 
diagram) 

1 

2.4 Introduction to GSM,Architecture 1 

2.5 GSM entities, Call routing 1 

2.6 Mobility management 1 

2.7 Frequency allocation, Authentication and security 1 

Module-3 (Short Messaging Service and General Packet Radio Service) (8hrs) 

3.1 SMS Strengths, Architecture, Short Message Mobile 
Terminated (SM MT) and Short Message Mobile Originated 
(SM MO) messages 

1 

3.2 SMS Architecture - Operator-centric pull, operator- 1 
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independent push/pull, Value added services 

3.3 Accessing the SMS bearer (Lecture 1) 1 

3.4 Accessing the SMS bearer (Lecture 2) 1 

3.5 GPRS architecture 1 

3.6 Network operations 1 

3.7 Data services, Applications 1 

3.8 Limitations, Billing and charging 1 

Module-4 (Wireless Local Area Networks)  (7 hrs) 

4.1 WLAN Advantages, Evolution, Applications 1 

4.2 WLAN Architecture (Lecture 1) 1 

4.3 WLAN Architecture (Lecture 2) 1 

4.4 Mobility, Security 1 

4.5 Deploying WLAN 1 

4.6 WLL Architecture, HIPERLAN 1 

4.7 WiFi Vs 3G 1 

Module-5 (Mobile Security and Next Generation Networks) (7hrs) 

5.1 Information security – Attacks, Components 1 

5.2 Security techniques and algorithms – Stream Vs Block cipher, 
Symmetric Vs Asymmetric cryptography 

1 

5.3 Security techniques and algorithms – RSA, Diffie Hellman 
Key exchange 

1 

5.4 Security protocols – Secure Socket Layer, Transport Layer 
Security, Wireless Transport Layer Security 

1 

5.5 The Converged Scenario, Narrowband to broadband 1 

5.6 Orthogonal Frequency Division Multiplexing (OFDM) and 
Multi Protocol Label Switching (MPLS)  

1 

5.7 Wireless Asynchronous Transfer Mode (WATM) and 
Multimedia broadcast services 

1 
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CST425 INTRODUCTION TO 
DEEP LEARNING 

CATEGORY L T P CREDIT YEAR OF 
INTRODUCTION 

OEC 2 1 0 3 2019 
 

Preamble: This course aims to introduce the learner to an overview of the concepts and 
algorithms involved in deep learning. Basic concepts and application areas of machine learning, 
deep networks, convolutional neural network and recurrent neural network are covered in this 
course.  This is a foundational program that will help students understand the capabilities, 
challenges, and consequences of deep learning and prepare them to participate in the 
development of leading-edge AI technology. They will be able to gain the knowledge needed to 
take a definitive step in the world of AI. 

Prerequisite: Basics of linear algebra and probability. 
 
Course Outcomes: After the completion of the course the student will be able to 

CO1 Demonstrate basic concepts in machine learning.(Cognitive Knowledge Level: 
Understand) 

CO2 Illustrate the validation process of machine learning models using hyper-parameters 
and validation sets. (Cognitive Knowledge Level: Understand) 

CO3 Demonstrate the concept of the feed forward neural network and its training process. 
(Cognitive Knowledge Level: Apply) 

CO4 Build   CNN and Recurrent Neural Network (RNN) models  for  different use cases. 
(Cognitive Knowledge Level: Apply) 

CO5 Use different neural network/deep learning models for practical applications. 
(Cognitive Knowledge Level:  Apply) 

 

Mapping of course outcomes with program outcomes 

 PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1             

CO2             

CO3             

CO4             

CO5             
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Abstract POs defined by National Board of Accreditation 

PO# Broad PO PO# Broad 
PO 

PO1 Engineering Knowledge PO7 Environment and Sustainability 

PO2 Problem Analysis PO8 Ethics  

PO3 Design/Development of solutions PO9 Individual and team work 

 

PO4 

Conduct investigations of 
complex problems 

 

PO10 

 

Communication 

PO5 Modern tool usage PO11 Project Management and Finance 

PO6 The Engineer and Society PO12 Lifelong learning 

 

Assessment Pattern 

Bloom’s 
Category 

Continuous Assessment Tests End Semester 
Examination Marks (%) Test 1 (%) Test 2 (%) 

Remember 30 30 30 

Understand 30 30 30 

Apply 40 40 40 

Analyze    

Evaluate    

Create    

 

Mark Distribution 

Total Marks CIE Marks ESE Marks ESE Duration 
150 50 100 3 hours 
 

Continuous Internal Evaluation Pattern: 

Attendance    : 10 marks 

Continuous Assessment Tests  : 25 marks 

Continuous Assessment Assignment : 15 marks 
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Internal Examination Pattern:  

Each of the two internal examinations has to be conducted out of 50 marks 
 
First Internal Examination  shall be preferably conducted after completing the first half of the 
syllabus and the Second Internal Examination  shall be preferably conducted after completing 
remaining part of the syllabus. 
 
There will be two parts: Part A and Part B. Part A contains 5 questions (preferably, 2 questions 
each from the completed modules and 1 question from the partly covered module), having 3 
marks for each question adding up to 15 marks for part A. Students should answer all questions 
from Part A. Part B contains 7 questions (preferably, 3 questions each from the completed 
modules and 1 question from the partly covered module), each with 7 marks. Out of the 7 
questions in Part B, a student should answer any 5. 
 

End Semester Examination Pattern: 

There will be two parts; Part A and Part B. Part A contains 10 questions with 2 questions from 
each module, having 3 marks for each question. Students should answer all questions. Part B 
contains 2 questions from each module of which a student should answer any one. Each question 
can have maximum 2 sub-divisions and carry 14 marks. 

Syllabus 

Module-1 (Introduction) 

Key components - Data, models, objective functions, optimization algorithms, Learning 
algorithms. Supervised learning- regression, classification, tagging, web search, page ranking, 
recommender systems, sequence learning, Unsupervised learning, Reinforcement learning, 
Historical Trends in Deep Learning. Other Concepts - overfitting, underfitting , hyperparameters 
and validation sets, estimators, bias and variance.  
 
Module- 2 (Optimization and Neural Networks)  

Neural Networks –Perceptron, Gradient Descent solution for Perceptron,  Multilayer perceptron, 
activation functions, architecture design, chain rule, back propagation, gradient based learning.  
Introduction to optimization– Gradient based optimization, linear least squares. Stochastic 
gradient descent, Building ML algorithms and challenges.  

Module -3 (Convolutional Neural Network) 

Convolutional Neural Networks – convolution operation, motivation, pooling, Convolution and 
Pooling as an infinitely strong prior, variants of convolution functions, structured outputs, data 
types, efficient convolution algorithms.  
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Module- 4 (Recurrent Neural Network) 
Recurrent neural networks – Computational graphs, RNN design, encoder – decoder sequence to 
sequence architectures, deep recurrent networks, recursive neural networks, modern RNNs 
LSTM and GRU, Practical use cases for RNNs. 

 
Module-5 (Application Areas) 
Applications – computer vision, speech recognition, natural language processing. Research 
Areas – Autoencoders, Representation learning, Boltzmann Machines, Deep belief networks. 
 
Text Book 

1. Ian Goodfellow, Yoshua Bengio, Aaron Courville, Deep Learning, MIT Press 2015 ed. 
2. Aston Zhang, Zachary C. Lipton, Mu Li, and Alexander J. Smola, Dive into Deep Learning, 

August 2019. 
3. Neural Networks and Deep Learning: A Textbook by Charu C. Aggarwal. Springer.1st 

edition, 2018. 
Reference Books 

1. Neural Smithing: Supervised Learning in Feed  forward Artificial Neural Networks by 
Russell Reed, Robert J MarksII, 1st edition, 1999, MIT Press. 

2. Practical Convolutional Neural Networks by Mohit Sewak, Md. Rezaul Karim, Pradeep 
Pujari, 1st edition, 2018, Packt Publishing Ltd. 

3. Hands-On Deep Learning Algorithms with Python by Sudharsan Ravichandran, 1st edition, 
2019, Packt Publishing Ltd. 

4. Deep Learning with Python by Francois Chollet, 2nd edition, 2018, Manning Publications 
Co. 

 
Sample Course Level Assessment Questions 

Course Outcome1(CO1): 

1. Compare regression and classification. 

2. Define supervised learning? Distinguish between regression and classification. 

3. Discuss the different learning approaches used in machine learning. 

4. You train an initial model that achieves a 90% accuracy on the training dataset. What   

    kind of problems your model is experiencing, and suggest a possible solution. 

5. How does splitting a dataset into train, validation and test sets help identify  

    overfitting? 

6. Consider solving a classification task. You first train your network on 20 samples.  

    Training converges, but the training loss is very high. You then decide to train this   

    network on 10,000 examples. Is your approach to fixing the problem correct? If yes,  

    explain the most likely results of training with 10,000 examples. If not, give a   

    solution  to this problem. 
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7. Describe one advantage of using mini-batch gradient descent instead of full-batch  

    gradient descent. 

8. Sketch the typical learning curves for the training and validation sets, for a setting  

  where overfitting occurs at some point. Assume that the training set and the validation  

  set are of the same size 

 

Course Outcome 2(CO2): 

1. What are hyperparameters? Why are they needed? 

2. What issues are to be considered while selecting a model for applying machine 
learning in a given problem? 

3. Update the parameters V11  in the given MLP using back propagation with learning 
rate as 0.5 and activation function as sigmoid. Initial weights are given as V11= 0.2, 
V12=0.1, V21=0.1,   V22=0.3,  V11=0.2,  W11=0.5,  W21=0.2 

4. Draw the architecture of a multi-layer perceptron. 

5. Derive update rules for parameters in the multi-layer neural network through the 
gradient descent. 

6. Why is it important to place non-linearities between the layers of neural networks? 
7. You design a fully connected neural network architecture where all activations are 

sigmoids. You initialize the weights with large positive numbers. Is this a good idea? 
Explain your answer. 

8. You are doing full batch gradient descent using the entire training set (not stochastic 
gradient descent). Is it necessary to shuffle the training data? Explain your answer. 

9. Consider training a fully-connected neural network with 5 hidden layers, each with 10 
hidden units. The input is 20-dimensional and the output is a scalar. What is the total 
number of trainable parameters in your network? 

10. Consider building a 10-class neural network classifier. Given a cat image, you want 
to classify which of the 10 cat breeds it belongs to. What loss function do you use? 
Introduce the appropriate notation and write down the formula of the loss function. 

11. Why is the sigmoid activation function susceptible to the vanishing gradient 
problem? 

 

Course Outcome 3 (CO3): 

1. Give two benefits of using convolutional layers instead of fully connected ones for 
visual tasks. 

2. Suppose that a CNN was trained to classify images into different categories.  It 
performed well on a validation set that was taken from the same source as the training 
set but not on a testing set. What could be the problem with the training of such a 
CNN? How will you ascertain the problem? How can those problems be solved?  

3. You are given a dataset of 10 x 10 grayscale images. Your goal is to build a 5-class 
classifier. You have to adopt one of the following two options: a) the input is 
flattened into a 100-dimensional vector, followed by a fully-connected layer with 5 
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neurons, b) the input is directly given to a convolutional layer with five 10 x 10 
filters. Explain which one you would choose and why. 

4. Weight sharing allows CNNs to deal with image data without using too many 
parameters. Does weight sharing increase the bias or the variance of a model? 

5. Why do the layers in a deep architecture need to be non-linear? 
6. A convolutional neural network has 4 consecutive layers as follows: 
    3 x 3 conv (stride 2) - 2 x 2 Pool - 3 x 3 conv (stride 2) - 2 x 2 Pool 
   How large is the set of image pixels which activate a neuron in the 4th non-image 

layer of this network? 
7. Consider a convolution layer. The input consists of 6 feature maps of size 20 x 20. 

The output consists of 8 feature maps, and the filters are of size 5 x 5. The 
convolution is done with a stride of 2 and zero padding, so the output feature maps 
are of size 10 x 10. Determine the number of weights in this convolution layer 

 

Course Outcome 4(CO4): 

1.  Explain how the cell state is updated in the LSTM model from Ct-1 to Ct 

2. Show the steps involved in an LSTM to predict stock prices. 

3. Illustrate the workings of the RNN with an  example of a single sequence defined on a  

   vocabulary of four words. 

4. If  we  have  a  recurrent  neural  network  (RNN),  we  can  view  it  as  a  different   

    type  of  network  by  "unrolling  it  through  time".  Briefly  explain  what  that   

    means. 

5. Briefly explain how “unrolling through time” is related to “weight sharing” in  

    convolutional networks. 

6. Explain how the cell state is updated in the LSTM model from Ct-1 to Ct 

7. Show the steps involved in an LSTM to predict stock prices.Give one advantage of  

    using an RNN rather than a convolutional network. 

 

 Course Outcome 5 (CO5): 

1. Development a deep learning solution for problems in the domain i) natural language 
processing  or ii Computer vision (Assignment) 

2. Is  an  autoencoder  for  supervised  learning  or  for  unsupervised  learning?  Explain  
briefly. 

3. Sketch the architecture of an autoencoder network. 
4. Describe how to train an autoencoder network. 
5. Write down the formula for the energy function (E) of a Restricted Boltzmann 

Machine (RBM). 
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Model Question Paper 

QP CODE:                                                                                                                            

Reg No: _______________ 

Name: _________________              PAGES : 4 

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY 

EIGHTH SEMESTER B.TECH DEGREE EXAMINATION, MONTH & YEAR 

Course Code: CST425 

Course Name: Introduction To Deep Learning 

Max. Marks : 100                                                                                                   Duration: 3 Hours 

PART A 

Answer All Questions. Each Question Carries 3 Marks 

1.  Distinguish between supervised learning and Reinforcement learning. Illustrate 
with an example. 

 

2.  Differentiate classification and regression.  

3.  Compare overfitting and underfitting. How it can affect model generalization.  

4.  Why does a single perceptron cannot simulate simple XOR function?  Explain 
how this limitation is overcome? 

 

5.  Illustrate the strengths and weaknesses of convolutional neural networks.  

6.  Illustrate convolution and pooling operation with an example  

7.  How many parameters are there in AlexNet? Why the dataset size (1.2 million) is 
important for the success of AlexNet? 

 

8.  Explain your understanding of unfolding a recursive or recurrent computation into 
a computational graph. 

 

9.  Illustrate the use of deep learning concepts in Speech Recognition.  

10.  What is an autoencoder? Give one application of an autoencoder  
(10x3=30) 

Part B 

(Answer any one question from each module. Each question carries 14 Marks) 

11.  (a)  “A computer program is said to learn from experience E with respect to some 
class oftasks T and performance measure P, if its performance at tasks in T, 
as measured by P, improves with experience E.” What is your understanding 
of the terms task, performance and experience.  Explain with two example  

 
(10) 

(b) “How does bias and variance trade-off affect machine learning algorithms?              
  

(4) 

 OR  
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12.  (a) Illustrate the concepts of Web search, Page Ranking, Recommender systems 
with  suitable examples.                 

(10) 

(b) List and discuss the different hyper parameters used in fine  tuning the 
traditional machine learning models                     

(4) 

13.  (a) How multilayer neural networks learn and encode higher level features from 
input features.                                                                           

 
(7) 

(b) Explain gradient decent and delta rule? Why stochastic approximation to 
gradient descent is needed?                                                                        

(7) 

OR 

14.  (a) Find the new weights for the network using backpropogation algorithm, the 
network is given with a input pattern[-1,1] and target output as +1, Use 
learning rate of alpha=0.3 and bipolar sigmoid function.         

 

(7) 

(b) Write an algorithm for backpropagation which uses stochastic gradient 
descent method.  Comment on the effect of adding momentum to the 
network.   

(7) 

15.  (a) Input to CNN architecture is a color image of size 112x112x3. The first 
convolution     layer comprises of 64 kernels of size 5x5 applied with a stride 
of 2 and padding 0. What will be the number of parameters?                                                               

(5) 

(b) Let X=[-1, 0, 3, 5]  W=[.3 ,.5 .2,.1] be the the input of ith layer of a neural 
network and to apply softmax function. What should be the output of it?                       
  

(4) 

 (c) Draw and explain the architecture of convolutional network                         
  

(5) 

OR 

16.  (a) Explain the concept behind i) Early stopping  ii) dropout iii) weight decay   (9) 

(b) How backpropagation is used to learn higher-order features in a convolutional 
Network? 

(5) 

17.  (a) Explain the working of RNN and discuss how backpropagation through time 
is used in recurrent networks.                                                                              
  

 
(8) 
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 (b) Describe the working of a long short term memory in RNNs.              (6) 

OR 

18.  (a) What is the vanishing gradient problem and exploding gradient problem?     
  

(8) 

(b) Why do RNNs have a tendency to suffer from exploding/vanishing gradient? 
How to overcome this challenge?                                                    

(6) 

19.  (a) Explain any two word embedding techniques             (8) 

(b) Explain the merits and demerits of using Auto encoders in Computer Vision. (6) 

OR 

20.  (a) Illustrate the use of representation learning in object classification.   (7) 

(b) Compare Boltzmann Machine with Deep Belief Network.                (7 ) 
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Teaching Plan 
 

No Contents 

No. of 
Lecture 
Hours  

(37 hrs) 

Module 1 : Introduction (8 hours) 

1.1 Key components - Data, models, objective functions, optimization algorithms. 
(TB2: Section 1.1-1.2) 

1 

1.2 Learning algorithm (TB1: Section 5.1), Supervised learning- regression, 
classification, tagging, web search, page ranking (TB2: Section 1.3.1) 

1 

1.3 Recommender systems, Sequence learning, Unsupervised learning, 
Reinforcement learning(TB2: Section 1.3.2-1.3.4) 

1 

1.4 Historical Trends in Deep Learning (TB1: Section 1.2). 1 

1.5 Concepts: overfit, underfit, hyperparameters and validation sets. (TB1: Section 
5.2-5.3) 

1 

1.6 Concepts: Estimators, bias and variance. (TB1: Section 5.4) 1 

1.7 Demonstrate the concepts of supervised learning algorithms using a suitable 
platform. 

1 

1.8 Demonstrate the concepts of unsupervised using a suitable platform. 1 

Module 2 : Optimization and Neural Networks (9 hours) 

2.1 Perceptron, Stochastic Gradient descent, Gradient descent solution for 
perceptron (TB3: Section 1.1 - 1.2.1)   

1 

2.2 Multilayer perceptron (TB3: Section 1.2.2), (TB1: Section 6.1,6.3) 
 

1 

2.3 Activation functions- Sigmoid, tanh, Softmax, ReLU, leaky ReLU (TB3: Section 
1.2.1.3 - 1.2.1.5) 

1 

2.4 Architecture design (TB1: Section 6.4, TB3: Section 1.6) 1 

2.5 Chain rule, back propagation  (TB3: Section 1.3) 1 

2.6 Gradient based learning (TB1: Section 6.2) 1 

2.7 Gradient based optimization (TB1: Section 4.3) 1 

2.8 Linear least squares using a suitable platform. (TB1: Section 4.5) 1 

2.9 Building ML Algorithms and Challenges (TB3: 1.4, TB1: 5.10-5.11) 1 

Module 3 :Convolution Neural Network (8 hours) 

3.1 Convolution operation (TB1:Section 9.1) 1 

3.2 Motivation, pooling (TB1:Section 9.2-9.3) 1 
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3.3 Convolution and Pooling as an infinitely strong prior (TB1: Section 9.4) 1 

3.4 Variants of convolution functions – multilayer convolutional network, tensors, 
kernel flipping, downsampling, strides and zero padding. (TB1: Section 9.5) 

1 

3.5 Variants of convolution functions  - unshared convolutions, tiled convolution, 
training different networks. (TB1: Section 9.5) 

1 

3.6 Structured outputs, data types (TB1: Section 9.6-9.7) 1 

3.7 Efficient convolution algorithms. (TB1: Section 9.8,9.10) 1 

3.8 Case Study: AlexNet, VGG, ResNet. (TB3: Section 8.4.1, 8.4.3, 8.4.5) 1 

Module 4 :Recurrent Neural Network (7 hours) 

4.1 Computational graphs (TB1: Section 10.1) 1 

4.2 RNN (TB1: Section 10.2-10.3) 1 

4.3 Encoder – decoder sequence to sequence architectures. (TB1: Section 10.4) 1 

4.4 Deep recurrent networks (TB1: Section 10.5) 1 

4.5 Recursive neural networks , Modern RNNs, LSTM and GRU (TB1: Section 
10.6, 10.10) 

1 

4.6 Practical use cases for RNNs. (TB1: Section 11.1-11.4) 1 

4.7 Demonstrate the concepts of RNN using a suitable platform. 1 

Module 5 : Applications and Research  (5 hours) 

5.1 Computer vision. (TB1: Section 12.2) 1  

5.2 Speech recognition. (TB1: Section 12.3) 1  

5.3 Natural language processing. (TB1: Section 12.4) 1  

5.4 Brief introduction on current research areas- Autoencoders, Representation 
learning. (TB1: Section 14.1-14.2, TB3: 9.3) 

1  

5.5 Brief introduction on current research areas- Boltzmann Machines, Deep belief 
networks. (TB1: Section 20.1, 20.3) 

1 
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CST435 COMPUTER GRAPHICS 
CATEGORY L T P CREDIT YEAR OF 

INTRODUCTION 

OEC 2 1 0 3 2019 

Preamble: This course helps the learners to make awareness about strong theoretical concept in 
computer graphics. It covers the three-dimensional environment representation in a computer, 
transformation of 2D/3D objects and basic mathematical techniques and algorithms used to build 
applications. This course enables the learners to develop the ability to create image processing 
frameworks for different domains and develop algorithms for emerging display technologies. 

Prerequisite: A sound knowledge of Mathematics and concepts of any programming language. 

Course Outcomes: After the completion of the course the student will be able to 

CO# CO 

CO1 
Describe the working principles of graphics devices(Cognitive Knowledge 
level: Understand) 

CO2 
Illustrate line drawing, circle drawing and polygon filling algorithms(Cognitive 
Knowledge level: Apply) 

CO3 Demonstrate geometric representations and transformations on 2D & 3D objects 
(Cognitive Knowledge level: Apply) 

CO4 Demonstrate the working of line and polygon clipping algorithms(Cognitive 
Knowledge level: Apply) 

CO5 Summarize visible surface detection methods and illustrate projection 
algorithms. (Cognitive Knowledge level: Apply) 

Mapping of course outcomes with program outcomes 

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1 

CO2 

CO3 

CO4 

CO5 

COMPUTER SCIENCE AND ENGINEERING



 
 

Abstract POs defined by National Board of Accreditation 

PO# Broad PO PO# Broad PO 
 

PO1 Engineering Knowledge PO7 Environment and Sustainability 

PO2 Problem Analysis PO8 Ethics  

PO3 Design/Development of solutions PO9 Individual and team work 
 
PO4 

Conduct investigations of complex 
problems 

 
PO10 

 
Communication 

PO5 Modern tool usage PO11 Project Management and Finance 

PO6 The Engineer and Society PO12 Life long learning 
 

Assessment Pattern 
 

Bloom’s 
Category 

Continuous Assessment Tests End Semester Examination 
Marks (%) Test 1 (%) Test 2 (%) 

Remember 30 30 30 

Understand 30 30 30 

Apply 40 40 40 

Analyze  

Evaluate    

Create    

 
Mark Distribution  

 

Total Marks CIE Marks ESE Marks ESE Duration 

150 50 100 3 

 

Continuous Internal Evaluation Pattern:  

Attendance 10 marks 

Continuous Assessment Tests (Average of SeriesTests1& 2) 25 marks 

Continuous Assessment Assignment                                                                  15 marks 
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Internal Examination Pattern: 

Each of the two internal examinations has to be conducted out of 50 marks. The first series test 

shall be preferably conducted after completing the first half of the syllabus and the second series 

test shall be preferably conducted after completing the remaining part of the syllabus. There will 

be two parts: Part A and Part B. Part A contains 5 questions (preferably, 2 questions each from 

the completed modules and 1 question from the partly completed module), having 3 marks for 

each question adding up to 15 marks for part A. Students should answer all questions from Part 

A. Part B contains 7 questions (preferably, 3 questions each from the completed modules and 1 

question from the partly completed module), each with 7 marks. Out of the 7 questions, a student 

should answer any5. 

 
End Semester Examination Pattern: 

 

There will be two parts; Part A and Part B. Part A contains 10 questions with 2 questions from 

each module, having 3 marks for each question. Students should answer all questions. Part B 

contains 2 full questions from each module of which student should answer any one full 

question. Each question can have maximum 2 sub-divisions and carries 14 marks. 

Syllabus 
 

Module – 1(Basics of Computer graphics) S
Basics of Computer Graphics and its applications. Video Display devices- Refresh Cathode Ray 
Tubes(CRT), Random Scan Displays and systems, Raster scan displays and systems, Color CRT 
displays, Flat panel display and its categories. 

Module – 2 (Line drawing, Circle drawing and Filled Area Primitives)  

Line drawing algorithms- DDA, Bresenham’s algorithm. Circle drawing algorithms- Midpoint 
Circle generation algorithm, Bresenham’s algorithm. Filled Area Primitives- Scan line polygon 
filling, Boundary filling and flood filling.  

Module - 3 (Geometric transformations) 

Two dimensional transformations-Translation, Rotation, Scaling, Reflection and Shearing, 
Composite transformations, Matrix representations and homogeneous coordinates. Basic 3D 
transformations. 

Module - 4 (Clipping) 
Window to viewport transformation. Cohen Sutherland and Midpoint subdivision line clipping 
algorithms, Sutherland Hodgeman and Weiler Atherton Polygon clipping algorithms.  
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Module - 5 (Three dimensional graphics) 
Three dimensional viewing pipeline. Projections- Parallel and Perspective projections. Visible 
surface detection algorithms- Back face detection, Depth buffer algorithm, Scan line algorithm, A 
buffer algorithm 
 

Text Book  
1.    Zhigang Xiang and Roy Plastock, Computer Graphics (Schaum’s outline Series), McGraw 

Hill, 2019. 

2. Donald Hearn and M. Pauline Baker, Computer Graphics, PHI, 2e, 1996 

References  
1. William M. Newman and Robert F. Sproull, Principles of Interactive Computer Graphics. 

McGraw Hill, 2001 
2. David F. Rogers , Procedural Elements for Computer Graphics, Tata McGraw Hill,2001. 
3. Donald Hearn, M. Pauline Baker and Warren Carithers, Computer Graphics with 

OpenGL, PHI, 4e, 2013 
 

Course Level Assessment Questions 
Course Outcome 1 (CO1): 

1. Compare the working principle of raster scan systems and random scan systems. 
2. How much time is spent scanning across each row of pixels during screen refresh on a 

raster system with resolution of 1280*1024 and a refresh rate of 60 frames per second? 

Course Outcome 2 (CO2): 
1. Rasterize the line using Bresenham’s line drawing algorithm with end points (2,3) and 

(5,8) accepted from the user and implement it using any appropriate programming 
language. (Assignment) 

2. Illustrate how the 4-connected boundary filling approach differs from 8-connected 
boundary filling and implement it using any appropriate programming language. 
(Assignment) 

Course Outcome 3 (CO3): 
1. Rotate a triangle ABC 45 degree counter clockwise about the pivot point (10,3) , where 
the   

position vector of the coordinates is given as A(4,1), B(5,2) and C(4,3).  
2. Implement the above transformation using any appropriate programming language with 

user inputs. (Assignment) 
3. Illustrate the steps required for a general 3D rotation if the rotation axis is not parallel to  

             any one of the principal axis. The rotation axis is defined by the points P1(x1,y1,z1) and  

 P2(x2,y2,z2). Give its composite matrix representation.           

Course Outcome 4 (CO4): 
1. Given a clipping window A(20,20), B(60,20), C(60,40) and D(20,40). Using Cohen 

Sutherland algorithm, find the visible portion of the line segment joining the points 
P(40,80) and Q(120,30). 
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2. Implement Cohen Sutherland clipping algorithm using any appropriate programming 
language with user inputs. (Assignment) 

Course Outcome 5 (CO5): 
1. Explain scan line algorithm for detecting visible surfaces in an object. 

2. Derive the matrix for performing perspective projection and parallel projection. 

 

    Model Question Paper 

QP CODE:                                                                                                                            

Reg No: _______________ 

Name: _________________              PAGES : 3 

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY 

SEVENTH SEMESTER B.TECH DEGREE EXAMINATION, MONTH & YEAR  

Course Code: CST435 

Course Name: Computer Graphics 

Max. Marks : 100                                                                                                   Duration: 3 Hours 

PART A 

Answer All Questions. Each Question Carries 3 Marks 

1.  Describe Flat Panel display and its categories.  

2.  Consider a raster system with a resolution of 1024*1024. Compute the size of the 
raster needed to store 4 bits per pixel? How much storage is needed if 8 bits per 
pixel are to be stored? 

 

3.  Justify the usage of integer arithmetic in Bresenham’s line drawing algorithm.  

4.  How 8-way symmetry of circle can be used for developing circle drawing 
algorithms?  

 

5.  Show that two successive reflections about either of the coordinate axes is 
equivalent to a single rotation about the coordinate origin. 

 

6.  Determine a sequence of basic transformations that is equivalent to x-direction 
shearing. 

 

7.  Find the window to viewport normalization transformation with window lower left 
corner at (1,1) and upper right corner at (2,6). 
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8.  How does Cohen Sutherland algorithm determine whether a line is visible, invisible or 
a candidate for clipping based on the region codes assigned to the end points of the 
line? 

 

9.  Define the terms (i) Centre of projection (ii) Principal vanishing point  

10.  Differentiate between the object space and image space method for the hidden surface 
removal of an image. 

 
(10x3=30) 

Part B 

(Answer any one question from each module. Each question carries 14 Marks) 

11.  (a) Explain the working principle of beam penetration method and shadow mask 
method with suitable illustrations. 

(8) 

(b) Draw the architecture of raster scan display systems and explain its working 
principle. 

(6) 

 OR  

12.  (a) Explain the working principle of a Refresh CRT monitor with suitable 
diagrams. 

    (8) 

(b) Describe random graphics system with suitable illustrations. (6) 

13.  (a) Differentiate between boundary fill and flood fill algorithms. (5) 

(b) Derive the initial decision parameter of Bresenham’s line drawing algorithm 
and rasterize a line with endpoints (2,2) and (10,10).    

(9) 

OR 

14.  (a) Write Midpoint circle drawing algorithm and identify the points in the circle 
with radius as 20 and center  at (50,30) using the algorithm.      

(8) 

(b) Illustrate the working principle of scan line polygon filling algorithm. (6) 

15.  (a) Reflect a triangle ABC about the line 3x-4y+8=0, where the coordinates of the 
triangle are given as A(4,1), B(5,2) and C(4,3).                                                    

(8) 

(b) A diamond shaped polygon is located at P(-1,0), Q(0,-2), R(1,0) and S(0,2). 
Find the transformation matrix which would rotate the triangle by 90 degree 
counter clockwise about the point Q. Using the transformation matrix, find 
the coordinates of the rotated polygon.     

(6) 

OR 
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16.  (a) Describe the steps required for a general 3D rotation if the rotation axis is not 
parallel to any one of the principal axis. The rotation axis is defined by the 
points P1(x1,y1,z1) and P2(x2,y2,z2). Give its composite matrix 
representation.           

(8) 

(b) Consider a triangle at (2,2), (10,2), (2,10). Perform the following 2D 
transformations in  succession and find the resultant vertices.                                                   

i) Scale with respect to (2,2) by scaling factors (2,2) along x 
and y directions.         

ii) Rotate by 90 degree counter clockwise direction. 
iii) Reflection based on y=x      

(6) 

17.  (a) Illustrate Weiler – Atherton polygon clipping algorithm.                                 (6) 

 (b) Explain Cohen-Sutherland line clipping algorithm. Use the algorithm to clip 

line with end points P1 (70, 20) and P2(100,10) against a window with lower 

left hand corner (50,10) and upper right hand corner (80,40).     

(8) 

OR 

18.  (a) Describe Sutherland Hodgeman polygon clipping algorithm and list out its 
limitations. 

(7) 

(b) Explain the steps involved in clipping a line using Mid point Subdivision 
algorithm. 

(7) 

19.  (a) Explain how visible surfaces can be detected using depth buffer algorithm.   (7) 

(b) Define parallel projection. Describe orthographic and oblique parallel 
projection.   

(7) 

OR 

20.  (a) Illustrate the scan line method used in visible surface detection. (7) 

(b) Derive the matrix needed for performing perspective projections.     (7) 
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TEACHING PLAN 

No Contents No of Lecture 
Hrs (35 hrs) 

Module – 1 (Basics of Computer Graphics) (6 hrs) 
1.1 Basics of Computer Graphics and applications 1 
1.2 Refresh Cathode Ray Tubes 1 
1.3 Random Scan Displays and systems 1 
1.4 Raster scan displays and systems 1 
1.5 Color CRT displays 1 

1.6 Flat panel display and its categories. 1 
Module - 2 (Line drawing, Circle drawing and Filled Area Primitives) (7 hrs) 

2.1 DDA Line drawing Algorithm 1 
2.2 Bresenham’s line drawing algorithm 1 
2.3 Midpoint Circle generation algorithm 1 
2.4 Bresenham’s Circle generation algorithm 1 
2.5 Illustration of line drawing and circle drawing algorithms 1 
2.6 Scan line polygon filling 1 
2.7 Boundary filling  and  flood filling 1 

Module - 3 (Geometric transformations) ( 8 hrs) 
3.1 Basic 2D transformations-Translation and Rotation 1 
3.2 Basic 2D transformations- Scaling 1 
3.3 Reflection and Shearing 1 
3.4 Illustration of 2D Transformations 1 
3.5 Composite transformations 1 
3.6 Matrix representations and homogeneous coordinates 1 
3.7 Basic 3D transformations 1 
3.8 Illustration of basic 3D transformations 1 

Module - 4 (2D Clipping) (6 hrs) 
4.1 Window to viewport  transformation 1 
4.2 Cohen Sutherland Line clipping algorithm 1 
4.3 Midpoint subdivision Line clipping algorithm 1 
4.4 Sutherland Hodgeman Polygon clipping algorithm 1 
4.5 Weiler Atherton Polygon clipping algorithm 1 
4.6 Practice problems on Clipping algorithms 1 

Module - 5 (Three dimensional graphics)( 8 hrs) 

5.1 Three dimensional viewing pipeline, Projections-Parallel 
projections 

1 
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5.2 Projections- Perspective projections 1 
5.3 Visible surface detection algorithms- Back face detection.  1 
5.4 Depth buffer algorithm 1 
5.5 Depth buffer algorithm 1 
5.6 Scan line visible surface detection algorithm 1 
5.7 Scan line visible surface detection algorithm 1 
5.8 A buffer algorithm 1 
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CST445 
PYTHON FOR 
ENGINEERS 

CATEGORY L T P CREDIT YEAR OF 
INTRODUCTION 

OEC 2 1 0 3 2019 

Preamble: The objective of the course is to provide learners an insight into Python programming 
in a scientific computation context and develop programming skills to solve engineering 
problems. It covers programming environment, important instructions, data representations, 
intermediate level features, Object Oriented Programming and file data processing of Python. 
This course lays the foundation to scientific computing, develop web applications, Machine 
Learning, and Artificial Intelligence-based applications and tools, Data Science and Data 
Visualization applications. 

Prerequisite: NIL 

Note : Students who have successfully completed CST 283 - Python for Machine Learning 
(Minor) are not eligible to opt this course.   

Course Outcomes: After the completion of the course the student will be able to 

CO1 
Write, test and debug Python programs (Cognitive Knowledge level: 

Apply) 

CO2 

Illustrate uses of conditional (if, if-else, if-elif-else and switch-case) and 

iterative (while and for) statements in Python programs (Cognitive 

Knowledge level: Apply) 

CO3 
Develop programs by utilizing the modules Lists, Tuples, Sets and 

Dictionaries in Python (Cognitive Knowledge level: Apply) 

CO4 
Implement Object Oriented programs with exception handling (Cognitive 

Knowledge level: Apply) 

CO5 
Analyze, Interpret, and Visualize data according to the target application (Cognitive 

Knowledge level: Apply) 

CO6 
Develop programs in Python to process data stored in files by utilizing the modules 

Numpy, Matplotlib, and Pandas (Cognitive Knowledge level: Apply) 
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Mapping of course outcomes with program outcomes 

 PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1             

CO2             

CO3             

CO4             

CO5             

CO6             

 

Abstract POs defined by National Board of Accreditation 

#PO Broad PO #PO Broad PO 

PO1 Engineering Knowledge PO7 Environment and Sustainability 

PO2 Problem Analysis PO8 Ethics 

PO3 Design/Development of solutions PO9 Individual and team work 

PO4 Conduct investigations of complex problems PO10 Communication 

PO5 Modern tool usage PO11 Project Management and Finance 

PO6 The Engineer and Society PO12 Life long learning 

 

Assessment Pattern 

Bloom’s Category 
Test 1 (Marks in 

percentage) 
Test 2 (Marks 
in percentage) 

End Semester 
Examination Marks 

Remember 20 20 20 

Understand 30 30 30 

Apply 50 50 50 

Analyse    
Evaluate    
Create    

 

Mark Distribution 

Total Marks CIE Marks ESE Marks ESE Duration 

150 50 100 3 
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Continuous Internal Evaluation Pattern:  
Attendance    : 10 marks  
Continuous Assessment Test  : 25 marks 
Continuous Assessment Assignment : 15 marks  

 
Internal Examination Pattern:  
Each of the two internal examinations has to be conducted out of 50 marks. The first series test 
shall be preferably conducted after completing the first half of the syllabus and the second series 
test shall be preferably conducted after completing the remaining part of the syllabus. There will 
be two parts: Part A and Part B. Part A contains 5 questions (preferably, 2 questions each from 
the completed modules and 1 question from the partly completed module), having 3 marks for 
each question adding up to 15 marks for part A. Students should answer all questions from Part 
A. Part B contains 7 questions (preferably, 3 questions each from the completed modules and 1 
question from the partly completed module), each with 7 marks. Out of the 7 questions, a student 
should answer any 5. 

 
End Semester Examination Pattern:  
There will be two parts; Part A and Part B. Part A contains 10 questions with 2 questions from 
each module, having 3 marks for each question. Students should answer all questions. Part B 
contains 2 questions from each module of which a student should answer any one. Each question 
can have a maximum of 2 sub-divisions and carries 14 marks. 

 
Syllabus 

Module 1 (Basics of Python)  

Getting Started with Python Programming - Running code in the interactive shell, Editing, 
Saving, and Running a script. Using editors - IDLE, Jupyter.  Basic coding skills - Working with 
data types, Numeric data types and Character sets, Keywords, Variables and Assignment 
statement,  Operators, Expressions,  Working with numeric data, Type conversions, Comments in 
the program, Input Processing, and Output,  Formatting output. How Python works. Detecting 
and correcting syntax errors.  Using built in functions and modules in  math module. Control 
statements - Selection structure - if-else, if-elif-else. Iteration structure - for, while. Testing the 
control statements. Lazy evaluation.  

 

Module 2 (Functions and Python Data Structures) 

Functions - Hiding redundancy and complexity, Arguments and return values, Variable scopes 
and parameter passing, Named arguments, Main function, Working with recursion,  Lambda 
functions. Strings - String function. Lists - Basic list Operations and functions, List of lists, 
Slicing,  Searching and sorting list, List comprehension. Work with tuples. Sets. Dictionaries - 
Dictionary functions, dictionary literals, adding and removing keys, accessing and replacing 
values, traversing dictionaries, reverse lookup.  
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Module 3 (Object Oriented Programming) 

Design with classes - Objects and Classes, Methods, Instance Variables, Constructor, Accessors 
and Mutators. Structuring classes with Inheritance and Polymorphism. Abstract Classes. 
Exceptions - Handle a single exception, Handle multiple exceptions.  

 

Module 4  (Visualization and File handling) 

Plotting - An Interactive Session with PyPlot, Basic Plotting, Logarithmic Plots, More Advanced 
Graphical Output,  Plots with multiple axes, Mathematics and Greek symbols, The Structure of 
matplotlib, Contour and Vector Field Plots. File Processing - The os and sys modules, 
Introduction to file I/O, Reading and writing text files, Working with CSV files. 

 

Module 5 (Scientific Computing) 

Numerical Routines. SciPy and NumPy - Basics, Creating arrays, Arithmetic, Slicing, Matrix 
Operations,  Special Functions, Random Numbers, Linear Algebra, Solving Nonlinear Equations,  
Numerical Integration, Solving ODEs. Data Manipulation and Analysis – Pandas : Reading Data 
from Files Using Pandas, Data Structures: Series and DataFrame, Extracting Information from a 
DataFrame, Grouping and Aggregation. 

Text Books: 

1. Kenneth A Lambert., Fundamentals of Python : First Programs, 2/e, Cengage Publishing, 2016 
2. David J. Pine,  Introduction to Python for Science and Engineering, CRC Press, 2021 

 
Reference Books: 

1. Wes McKinney, Python for Data Analysis, 2/e, Shroff / O’Reilly Publishers, 2017 
2. Allen B. Downey, Think Python: How to Think Like a Computer Scientist, 2/e, Schroff, 2016  
3. Michael Urban and Joel Murach, Python Programming, Shroff/Murach, 2016 
4. David M.Baezly, Python Essential Reference. Addison-Wesley Professional; 4/e, 2009.  
5. Charles Severance. Python for Informatics: Exploring Information,  
6. http://swcarpentry.github.io/python-novice-gapminder/ 
 

Sample Course Level Assessment Questions 
 
Course Outcome1(CO1):  

1. What is type conversion? How is it done in Python?  
 
Course Outcome 2(CO2):   

1. Given is a list of of words, wordlist, and a string, name. Write a Python function which 
takes wordlist and name as input and returns a tuple. The first element of the output 
tuple is the number of words in the wordlist which have name as a substring in it. The 
second element of the tuple is a list  showing the index at which the name occurs in each 
of the words of the wordlist and a 0 if it doesn’t occur.  
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Course Outcome 3(CO3):  

1. Write a Python program to implement the addition, subtraction, and multiplication of 
complex numbers using classes. Use constructors to create objects. The input to the 
program consist of real and imaginary parts of the complex numbers. 

 
Course Outcome 4(CO4):  

1. Plot the function y = 3x2 for −1 ≤ x ≤ 3 as a continuous line. Include enough points so 
that the curve you plot appears smooth. Label the axes x and y 

 
Course Outcome 5(CO5):  

1. Given a file “auto.csv” of automobile data with the fields index, company, body-style, 
wheel-base, length, engine-type, num-of-cylinders, horsepower, average-mileage, and 
price, write python code to  

i. Clean and Update the CSV file 
ii. Print total cars of all companies 

iii. Find the average mileage of all companies 
iv. Find the highest priced car of all companies.  

 
 

Model Question Paper 
 

QP CODE:           PAGES:  
 
Reg No:_______________ 
Name:_________________ 

 
APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY  

SEVENTH SEMESTER B.TECH DEGREE EXAMINATION, MONTH & YEAR 
Course Code: CST445 

Course name : PYTHON FOR ENGINEERS 

Max Marks: 100          Duration: 3 Hours 

PART-A 

(Answer All Questions. Each question carries 3 marks) 

1. Explain the basic data types available in Python, with examples.  

2. Write a Python program to reverse a number and also find the sum of digits of the number. 
Prompt the user for input.  

3. Compare tuples, lists, and dictionaries. 

4. Explain the concept of scope and lifetime of variables in Python programming language, 
with a suitable example. 

5. What is polymorphism? Give an example in the context of OOP in Python. 
6. How is exception handling accomplished in Python programs? 

7. Describe the characteristics of the CSV format. 
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8. Plot the function y = 3x2 for −1 ≤ x ≤ 3 as a continuous line. Include enough points so that 
the curve you plot appears smooth. Label the axes x and y 

9. Describe random number generation using Python 

10. How can a generalized eigen value problem can be solved using Python? 
 

PART-B  
(Answer any one full question from each module) 

Module -1 

11.  (a) Compare and contrast interpreted languages and compiled languages. 
How does it affect the quality of program development and execution of 
the program? 

(6) 

 (b) What are the possible errors in a Python program. Write a Python 
program to print the value of 22n+n+5 for n provided by the user. 

(8) 

  OR  

12.  (a) Describe Arithmetic operators, Assignment operators, Comparison 
operators, Logical operators, and Bitwise operators in detail with examples.                                                    

(6) 

 (b) Input 4 integers (+ve and −ve). Write a Python code to find the sum of 
negative numbers, positive numbers, and print them. Also, find the averages 
of these  two groups of numbers and print 

(8) 

Module -2 

13. (a) Write a Python code to create a function called list_of_frequency that takes a 
string and prints the letters in non-increasing order of the frequency of their 
occurrences. Use dictionaries. 

(5) 

 (b) Write a Python program to read a list of numbers and sort the list in a non-
decreasing order without using any built in functions. Separate function 
should be written to sort the list wherein the name of the list is passed as the 
parameter.                                        

(9) 

  OR  

14. (a) Illustrate the following Set methods with an example. 
i. intersection( ) ii. Union( ) iii. Issubset( ) iv. Difference( ) v. update( ) vi. 
discard( ) 

(8) 

 (b) Write a Python program to check the validity of a password given by the 
user. 
The Password should satisfy the following criteria: 
1. Contains at least one letter between a and z 

2. Contains at least one number between 0 and 9 

3. Contains at least one letter between A and Z 

(6) 
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4. Contains at least one special character from $, #, @ 

5. Minimum length of password: 6 

Module -3 

15. (a) How can a class be instantiated in Python? Write a Python program to 
express the instances as return values to define a class RECTANGLE with 
parameters height, width, corner_x, and corner_y and member functions to 
find center, area, and perimeter of an instance. 

(5) 

 (b) Explain inheritance in Python. Give examples for each type of inheritance. (9) 

  OR  

16. (a) Write a Python class named Circle constructed by a radius and two methods 
which will compute the area and the perimeter of a given circle 

(6) 

 (b) Define a class in Python to store the details of a ship (name, 
source,destination) with the following methods: 
i) get_details( ) - to assign values to class attributes 

ii) print_details( ) - to display the attribute values 

Create an object of the class and invoke the methods 

(8) 

Module -4 

17. (a) Plot the functions sin x and cos x vs x on the same plot with x going from −π 
to π. Make sure the limits of the x-axis do not extend beyond the limits of 
the data. Plot sin x in the color orange and cos x in the color green and 
include a legend to label the two curves. Place the legend within the plot, 
but such that it does not cover either of the sine or cosine traces. Draw thin 
gray lines behind the curves, one horizontal at y = 0 and the other vertical at 
x = 0. 

(10) 

 (b) Explain semi-log plots and log-log plots along with the functions used in 
creating such plots. 

(4) 

  OR  

18. (a) Explain how matplotlib can be used to create dimensional contour plots and 
vector field plots. 

(6) 

 (b) Given a file “auto.csv” of automobile data with the fields index, company, 
body-style, wheel-base, length, engine-type, num-of-cylinders, horsepower, 
average-mileage, and price, write Python codes using Pandas to  

1) Clean and Update the CSV file 

2) Print total cars of all companies 

3) Find the average mileage of all companies 

4) Find the highest priced car of all companies. 

(8) 
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Module -5 

19. (a) Write python program to solve the following system of equations 

x1 − 2x2 + 9x3 + 13x4 = 1 

−5x1 + x2 + 6x3 − 7x4 = −3 

4x1 + 8x2 − 4x3 − 2x4 = −2 

8x1 + 5x2 − 7x3 + x4 = 5 

(4) 

 (b) Given the sales information of a company as CSV file with the following 
fields month_number, facecream, facewash, toothpaste, bathingsoap, 
shampoo, moisturizer, total_units, total_profit. Write Python codes to 
visualize the data as follows 

1) Toothpaste sales data of each month and show it using a scatter plot 
2) Face cream and face wash product sales data and show it using the 

bar chart 
Calculate total sale data for last year for each product and show it using a 
Pie chart. 

(10) 

  OR  

20. (a) Write Python program to write the data given below to a CSV file. 

SN Name Country Contribution Year 

1 Linus Torvalds Finland Linux Kernel 1991 

2 Tim Berners-Lee England World Wide Web 1990 

3 Guido van Rossum Netherlands Python 1991 
 

(9) 

 (b) Explain how integration is performed with SciPy. Illustrate the same with 
the two sample  integrals using SciPy function. 

(5) 
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Teaching Plan  

Sl 
No Contents 

Number of 
Hours (35 

Hrs) 

Module 1: Basics of Python (8  hours) 

1.1 Getting Started with Python Programming: Running code in the interactive 
shell Editing, Saving, and Running a script 1 hour 

1.2 Using editors: IDLE, Jupyter 1 hour 

1.3 
Basic coding skills: Working with data types, Numeric data types and 
Character sets, Keywords, Variables and Assignment statement,  Operators, 
Expressions, 

1 hour 

1.4 Working with numeric data, Type conversions, Comments in the program, 
Input Processing, and Output. Formatting output 1 hour 

1.5 How Python works. Detecting and correcting syntax errors.  Using built in 
functions and modules in  math module. 1 hour 

1.6 Control statements : Selection structure,  if-else, if elifelse  1 hour 

1.7 Iteration structure - for, while 1 hour 

1.8 Testing the control statements, Lazy evaluation.  1 hour 

Module 2: Functions and Python Data Structures (8 hours) 

2.1 Functions: Hiding redundancy and complexity, Arguments and return values 1 hour 

2.2 Variable scopes and parameter passing 1 hour 

2.3 Named arguments, Main function, 1 hour 

2.4 Working with recursion,  Lambda functions 1 hour 

2.5 Strings - String function 1 hour 

2.6 Lists - Basic list Operations and functions, List of lists, Slicing,  Searching 
and sorting list, List comprehension. 1 hour 

2.7 Work with tuples. Sets. 1 hour 

2.8 Dictionaries - Dictionary functions, dictionary literals, adding and removing 
keys, Accessing and replacing values, traversing dictionaries, reverse lookup 1 hour 

Module 3: Object Oriented Programming (6 hours) 

3.1 Design with classes : Objects and Classes, Methods, Instance Variables 1 hour 

3.2 Constructor, Accessors, and Mutators 1 hour 

3.3 Structuring classes with Inheritance  1 hour 

3.4 Polymorphism 1 hour 

3.5 Abstract Classes 1 hour 

3.6 Exceptions: Handle a single exception, Handle multiple exception 1 hour 

Module 4: Visualization and File handling (6 hours) 
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4.1 Plotting - An Interactive Session with PyPlot, Basic Plotting,  1 hour 

4.2 Logarithmic Plots, More Advanced Graphical Output 1 hour 

4.3 Plots with multiple axes, Mathematics and Greek symbols 1 hour 

4.4 The Structure of matplotlib, Contour and Vector Field Plots 1 hour 

4.5 File Processing -The os and sys modules, Introduction to file I/O, Reading 
and writing text files 1 hour 

4.6 Working with CSV files 1 hour 

Module 5: Scientific Computing (7 hours) 

5.1 Numerical Routines: SciPy and NumPy - Basics, Creating arrays, 
Arithmetic, Slicing 1 hour 

5.2 Matrix Operations,  Special Functions, Random Numbers 1 hour 

5.3 Linear Algebra, Solving Nonlinear Equations 1 hour 

5.4 Numerical Integration, Solving ODEs 1 hour 

5.5 Data Manipulation and Analysis: Pandas - Reading Data from Files Using 
Pandas 1 hour 

5.6 Data Structures - Series and DataFrame 1 hour 

5.7 Extracting Information from a DataFrame, Grouping and Aggregation 1 hour 
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CST455 OBJECT ORIENTED 
CONCEPTS 

CATEGORY L T P CREDIT 
YEAR OF 

INTRODUCTION 

OEC 2 1 0 3 2019 

Preamble: The purpose of this course is to enable learners to solve problems by breaking it down 
to object level while designing software and to implement it using Java. This course covers Object 
Oriented Principles, Object Oriented Programming in Java, Exception handling, Event handling, 
multithreaded programming and working with window-based graphics. This course provides 
learners the basics to develop Mobile applications, Enterprise Applications, Scientific 
Applications and Web based Applications. 

Prerequisite: A sound background in any of the programming languages like C, C++, Python etc 
is mandatory. Students who completed the minor stream course CST 281 Object Oriented 
Programming are not allowed to choose this Open Elective Course. 

Course Outcomes: After the completion of the course the student will be able to 

CO1 

Develop Java programs using the object-oriented concepts - classes, objects, 

constructors, data hiding, inheritance and polymorphism (Cognitive Knowledge 
Level: Apply) 

CO2 
Utilise data types, operators, control statements, built in packages & interfaces, 
Input/Output Streams and Files in Java to develop programs (Cognitive Knowledge 
Level: Apply) 

CO3 
Illustrate how robust programs can be written in Java using exception handling 
mechanism (Cognitive Knowledge Level: Apply) 

CO4 
Develop application programs in Java using multithreading (Cognitive Knowledge 
Level: Apply) 

CO5 
Develop Graphical User Interface based application programs by utilising event 
handling features and Swing in Java (Cognitive Knowledge Level: Apply) 
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Mapping of course outcomes with program outcomes 

 PO
1 

PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO1
0 

PO11 PO1
2 

CO1             

CO2             

CO3             

CO4             

CO5             

 

 

Abstract POs defined by National Board of Accreditation 

PO# Broad PO PO# Broad PO 

PO1 Engineering Knowledge PO7 Environment and Sustainability 

PO2 Problem Analysis PO8 Ethics  

PO3 Design/Development of solutions PO9 Individual and team work 

 

PO4 

Conduct investigations of 
complex problems 

 

PO10 

 

Communication 

PO5 Modern tool usage PO11 Project Management and Finance 

PO6 The Engineer and Society PO12 Life long learning 
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Assessment Pattern 

Bloom’s 
Category 

Continuous Assessment Tests End Semester 
Examination Marks 

(%) Test 1 (%) Test 2 (%) 

Remember 20 20 20 

Understand 40 40 40 

Apply 40 40 40 

Analyze    

Evaluate    

Create    

 

 

Mark Distribution  

Total Marks CIE Marks ESE Marks ESE Duration 

150 50 100 3 

 

Continuous Internal Evaluation Pattern:  

Attendance 10 marks 

Continuous Assessment Tests(Average of  Internal Tests1&2) 25 marks 

Continuous Assessment Assignment 15 marks 

 

Internal Examination Pattern 

Each of the two internal examinations has to be conducted out of 50 marks. First series test shall 
be preferably conducted after completing the first half of the syllabus and the second series test 
shall be preferably conducted after completing remaining part of the syllabus. There will be two 
parts: Part A and Part B. Part A contains 5 questions (preferably, 2 questions each from the 
completed modules and 1 question from the partly completed module), having 3 marks for each 
question adding up to 15 marks for part A. Students should answer all questions from Part A. Part 
B contains 7 questions (preferably, 3 questions each from the completed modules and 1 question 
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from the partly completed module), each with 7 marks. Out of the 7 questions, a student should 
answer any5. 

 

End Semester Examination Pattern: 

There will be two parts; Part A and Part B. Part A contains 10 questions with 2 questions from 
each module, having 3 marks for each question. Students should answer all questions. Part B 
contains 2 full questions from each module of which student should answer any one. Each 
question can have maximum 2 sub-divisions and carries 14 marks. 

Syllabus 
Module – 1 (Object Orientation and Java basics) 
Object Orientation Principles – Object and Class, Data abstraction and Encapsulation, 
Inheritance, Polymorphism, Dynamic binding, Message communication, Benefits of using 
Object orientation. 
Introduction to Java - Java programming Environment and Runtime Environment, Development 
Platforms -Standard, Enterprise. Java Virtual Machine (JVM), Java compiler, Bytecode, Java 
applet, Java Buzzwords, Java program structure, Comments, Garbage Collection, Lexical Issues. 
 
Primitive Data types - Integers, Floating Point Types, Characters, Boolean. Literals, Type 
Conversion and Casting, Variables, Arrays, Strings, Vector class. 
 

Module – 2 (Core Java Fundamentals)  

Operators - Arithmetic Operators, Bitwise Operators, Relational Operators, Boolean Logical 
Operators, Assignment Operator, Conditional (Ternary) Operator, Operator Precedence. 

Control Statements - Selection Statements, Iteration Statements and Jump Statements. 
Object Oriented Programming in Java - Class Fundamentals, Declaring Objects, Object 
Reference, Introduction to Methods, Constructors, this Keyword, Method Overloading, Using 
Objects as Parameters, Returning Objects, Recursion, Access Control, Static Members,  
Command-Line Arguments, Variable Length Arguments. 

 

Module - 3 (More features of Java)  
Inheritance - Super Class, Sub Class, The Keyword super, protected Members, Calling Order of 
Constructors, Method Overriding, the Object class, Abstract Classes and Methods, Using final 
with Inheritance. 
 
Packages and Interfaces - Defining Package, CLASSPATH, Access Protection, Importing 
Packages, Interfaces. 
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Exception Handling - Checked Exceptions, Unchecked Exceptions, try Block and catch Clause, 
Multiple catch Clauses, Nested try Statements, throw, throws and finally. 
 
Module - 4 (Advanced features of Java) 
Input/Output - I/O Basics, Reading Console Input, Writing Console Output, PrintWriter Class, 
Reading and Writing Files. 
 
Java Library - String Handling – String Constructors, String Length, Special String Operations - 
Character Extraction, String Comparison, Searching Strings, Modifying Strings, Using 
valueOf(), Comparison of String Buffer and String. 

 

Module - 5 (GUI Programming, Event Handling and Multithreaded Programming)  

Multithreaded Programming - The Java Thread Model, The Main Thread, Creating Thread, 

Creating Multiple Threads, Suspending, Resuming and Stopping Threads. 
 
Event Handling - Event Handling Mechanisms, Delegation Event Model, Event Classes, Sources 
of Events, Event Listener Interfaces, Using the Delegation Model. 
 
Swing Fundamentals - Swing Key Features, Model View Controller (MVC), Swing Controls, 
Components and Containers, Exploring Swing - JFrame, JLabel, JButton, JTextField. 

 

Text Books 

1. Herbert Schildt, Java: The Complete Reference, 8/e, Tata McGraw Hill, 2011. 
2. Balagurusamy E., Programming JAVA a Primer, 5/e, McGraw Hill, 2014. 

 

Reference Books 

1. Paul Deitel, Harvey Deitel, Java How to Program, Early Objects 11/e, Pearson, 2018. 
2. Y. Daniel Liang, Introduction to Java Programming, 7/e, Pearson, 2013. 
3. Nageswararao R., Core Java: An Integrated Approach, Dreamtech Press, 2008. 
4. Flanagan D., Java in A Nutshell, 5/e, O'Reilly, 2005. 
5. Sierra K., Head First Java, 2/e, O'Reilly, 2005. 
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Course Level Assessment Questions 

Course Outcome1 (CO1):  

1. Three types of employees work in an organization: Regular, Contract and Hourly. 
Regular employees are permanent workers of the organization. Their salary is computed 
as the sum of basic pay, DA (50% of basic pay) and HRA. Contract employees work for 
the organization only for the contract period and earn a fixed salary. Hourly employees 
work for a fixed number of hours each day. Their salary is computed based on the total 
number of hours worked. 

Using object oriented principles, write a Java program to prepare pay roll of the 
organization. 

2. Write a java program to create an abstract class named Shape that contains two integers 
and an empty method named printArea(). Provide three classes named Rectangle, Square, 
Triangle and Circle with proper class hierarchy. Each one of the classes contain only the 
method printArea( ) that prints the area of the given shape. 

 

Course Outcome 2(CO2): 
1. Write a Java program that reads a file and displays the file on the screen, with a line 

number before each line. 

2. Write a Java program to prepare the rank list of computer science students based on 
their performance in the first Semester B.Tech. Degree examination at APJ Abdul 
Kalam Technological University. The output should be stored in a file. 
 

Course Outcome 3(CO3):  
1. Write a program to demonstrate the use of throws clause to handle an exception occurred 

within a method. 

2. Write a program to demonstrate how exception handling is supported in Java. 

 

Course Outcome 4(CO4): 
1. Write a program to compute the sum of elements in an array using two threads in a parallel 

way. The first thread sums up the first half of the array and the second thread sums up the 
second half of the array. Finally, the main thread adds these partial sums and prints the 
result. 

2. Write a java program that implements a multi-thread application that has three threads. 
First thread generates random integer every 1 second and ifthe value is even, second 
thread computes the square of the number and prints. If the value is odd, the third thread 
will print the value of cube of the number. 
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Course Outcome 5(CO5):   
1. Write a GUI based program to convert temperature from degree Celsius to Fahrenheit. 

2. Write a java program that simulates a traffic light. The program lets the user select one of 
three lights: red, yellow, or green with buttons. On selecting a button, an appropriate 
message with “stop” or “ready” or “go” should appear above the buttons in a selected 
color. Initially there is no message shown. 

 
Model Question Paper 

QP CODE:                                                                                                                            

Reg No: _______________ 

Name: _________________        PAGES :4 

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY 

SEVENTH SEMESTER B.TECH DEGREE EXAMINATION, MONTH & YEAR 

Course Code: CST455 

Course Name: Object Oriented Concepts 

Max.Marks:100                                                                                                   Duration: 3 Hours 

PART A 

Answer All Questions. Each Question Carries 3 Marks 

1.  Java is considered to be secure and portable. Justify this statement.  

2.  Describe the concept of dynamic binding.  

3.  Explain the different arithmetic operators in Java.  

4.  What does the following Java function compute? Justify your answer. 
intgreater(int a, int b) 
{ 
while(a!=b) 
{ 
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    if(a>b) 
a=a-b; 
    else 
b=b-a;     
} 
return a;    
} 
 

5.  Explain the use of CLASSPATH with an example.  

6.  What are the different types of exceptions?  

7.  Explain file handling features available in Java.  

8.  Write a simple program to read an integer value from console and print it.  

9.  Explain the concept of main thread in multi-threading.  

10.  Explain any two Event classes in Java. (10x3=30) 

Part B 
(Answer any one question from each module. Each question carries 14 Marks) 

11.  (a) Describe in detail polymorphism, abstraction and inheritance with suitable 
examples. 

(9) 

(b) What is Java Virtual Machine? (5) 

 OR  

12.  (a) Explain the salient features of Java language. How does Java Enterprise 
Edition (J2EE) differ from Java Standard Edition (Java SE)? 

(9) 

(b) Explain the declaration and use of multi-dimensional array variables in Java, 
with example.  

(5) 

13.  (a) Explain iteration control statements in Java. Give examples. (8) 
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(b) Write a recursive program to compute the factorial of a number. (6) 

OR 

14.  (a) Using a suitable Java program, explain the concept of methods and 
constructors. 

(6) 

(b) Write a Java program that prompts the user for an integer and then prints out 
all the prime numbers up to that number. 

(8) 

15.  (a) In a table format, show the effect of access specifiers within and outside 
packages in Java. 

(6) 

(b) Describe exception handling using try block and catch clause in Java with the 
help of a suitable Java program. 

(8) 

OR 

16.  (a) What is an interface in Java? Explain with a suitable example.  (6) 

(b) Write a program that perform integer divisions. The user enters two input data 
(any data type) through console into variables Num1 and Num2. If Num1 or 
Num2 were not an integer, the program would throw a Number Format 
Exception. If Num2 were Zero, the program would throw an Arithmetic 
Exception. Display the appropriate exception or result. 

(8) 

17.  (a) Write a Java program that displays the number of characters, lines and words 
in a text file. 

(8) 

 (b) Explain any three String constructors with the help of sample code for each. (6) 

OR 

18.  (a) Write a program to demonstrate the usage of the PrintWriter class. (7) 

(b) Write a Java program for sorting a given list of names in ascending order. (7) 

19.  (a) Explain Delegation Event model for event handling in Java.  (7) 

(b) Write a program to compute the sum of elements in an array using two (7) 
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threads in a parallel way. The first thread sums up the first half of the array 
and the second thread sums up the second half of the array. Finally, the main 
thread adds these partial sums and prints the result.Use Runnable interfacefor 
the creation of a thread. 

OR 

20.  (a) What are the differences between a process and a thread?  (4) 

(b) Write a Graphical User Interface (GUI) based Java program to implement a 
simple calculator supporting the operations addition, subtraction, 
multiplication and division. Use Swing controls to implement GUI. There 
may be three text boxes, the first two for accepting the operands and the last 
for displaying the result. Add four buttons for the above operations. Write 
neat comments in your program to show how you handle events. 

(10) 

Teaching Plan 
 

No Contents 

No. of 
Lecture 
Hours  

(36hrs) 

 
Module – 1 (Object Orientation and Java basics) (7 hrs) 

1.1 Object Orientation Principles – Object and Class, Data abstraction and 
Encapsulation 1 hour 

1.2 Inheritance, Polymorphism 1 hour 

1.3 Dynamic binding, Message communication, Benefits of using Object 
orientation. 1 hour 

1.4 
Java programming Environment and Runtime Environment, 
Development Platforms -Standard, Enterprise. JVM, Java compiler, 
Bytecode 

1 hour 

1.5 Java applet, Java Buzzwords, Java program structure, Comments, Garbage 
Collection, Lexical Issues 1 hour 

1.6 Primitive Data types - Integers, Floating Point Types, Characters, Boolean 1 hour 

1.7 Literals, Type Conversion and Casting, Variables, Arrays, Strings, Vector 1 hour 
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class. 

Module - 2 (Core Java Fundamentals) (7 hrs) 

2.1 
Operators - Arithmetic Operators, Bitwise Operators, Relational 
Operators, Boolean Logical Operators, Assignment Operator, 
Conditional (Ternary) Operator, Operator Precedence. 

1 hour 

2.2 Control Statements - Selection Statements, Iteration Statements and Jump 
Statements. 1 hour 

2.3 
Object Oriented Programming in Java - Class Fundamentals, 
Declaring Objects 1 hour 

2.4 Object Reference, Introduction to Methods, Constructors, this Keyword 1 hour 

2.5 Method Overloading, Using Objects as Parameters, Returning Objects 1 hour 

2.6 Recursion, Access Control, static Members 1 hour 

2.7 Command-Line Arguments, Variable Length Arguments 1 hour 

Module - 3 (More features of Java) (8 hrs) 

3.1 Inheritance - Super class, Sub class, the keyword super, protected Members 1 hour 

3.2 Calling Order of Constructors, Method Overriding, the Object class 1 hour 

3.3 Abstract Classes and Methods, Using final with Inheritance 1 hour 

3.4 Packages and Interfaces - Defining Package, CLASSPATH, Access 
Protection 1 hour 

3.5 Importing Packages, Interfaces 1 hour 

3.6 Exception Handling - Checked Exceptions, Unchecked Exceptions, try 
Block and catch Clause 1 hour 

3.7 Multiple catch Clauses, Nested try Statements 1 hour 

3.8 throw, throws and finally 1 hour 

Module - 4 (Advanced features of Java) (6 hrs) 

4.1 Input/Output - I/O Basics, Reading Console Input 1 hour 

4.2 Writing Console Output, PrintWriter Class 1 hour 

4.3 Working with Files (Lecture-1) 1 hour 
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4.4 Working with Files (Lecture-2) 1 hour 

4.5 Java Library - String Handling – String Constructors, String Length 1 hour 

4.6 
Special String Operations - Character Extraction, String Comparison, 
Searching Strings, Modifying Strings, Using valueOf( ), Comparison of 
StringBuffer and String. 

1 hour 

Module - 5 (GUI Programming, Event Handling and Multithreaded 
Programming) ( 8hrs) 

5.1 Multithreaded Programming - The Java Thread Model, The Main Thread, 
Creating Thread 1 hour 

5.2 Creating Multiple Threads 1 hour 

5.3 Suspending, Resuming and Stopping Threads. 1 hour 

5.4 
Event handling - Event Handling Mechanisms, Delegation Event 
Model 1 hour 

5.5 Event Classes,Sources of Events, Event Listener Interfaces 1 hour 

5.6 Using the Delegation Model, Swing fundamentals, Swing Key Features 1 hour 

5.7 
Model View Controller (MVC), Swing Controls, Components and 
Containers 1 hour 

5.8 Exploring Swing –JFrame, JLabel, JButton, JTextField 1 hour 
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CSD481 MINI PROJECT  
CATEGORY L T P CREDIT 

YEAR OF 
INTRODUCTION 

PWS  0 0 3 4 2019 

 
Preamble: The objective of this course is to apply the fundamental concepts of different courses 
learned in respective  Minor Streams: Software Engineering, Machine Learning and Networking.   
This course helps the learners to get an exposure to the development of application 
software/hardware solutions/ software simulations in the field of Computer Science and 
Engineering.  It enables the learners to understand the different steps to be followed such as 
literature review and problem identification, preparation of requirement specification &design 
document, testing, development and deployment.  Mini project enables the students to boost their 
skills, widen the horizon of thinking and their ability to resolve real life problems.   

Prerequisite: 

A sound knowledge in courses studied in respective minor stream. 

Course Outcomes: After the completion of the course the student will be able to 

CO# CO 
 

CO1 
Identify technically and economically feasible problems (Cognitive 
Knowledge Level: Apply) 

 
CO2  

Identify and survey the relevant literature for getting exposed to related 
solutions. (Cognitive Knowledge Level: Apply) 

 
CO3 

Perform requirement analysis, identify design methodologies and develop 
adaptable & reusable solutions of minimal complexity by using modern tools 
& advanced programming techniques (Cognitive Knowledge Level: Apply) 

 
CO4 

Prepare technical report and deliver presentation (Cognitive Knowledge 
Level: Apply) 

 
CO5 

Apply engineering and management principles to achieve the goal of the 
project  (Cognitive Knowledge Level: Apply) 

 
Mapping of course outcomes with program outcomes 

 PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1             

CO2             

CO3             

CO4             

CO5             
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Abstract POs defined by National Board of Accreditation 

PO# Broad 
PO 

PO# Broad 
PO 

PO1 Engineering Knowledge PO7 Environment and Sustainability 

PO2 Problem Analysis PO8 Ethics  

PO3 Design/Development of 
solutions 

PO9 Individual and team work 

 PO4 
Conduct investigations of 
complex problems   PO10 Communication 

PO5 Modern tool usage PO11 Project Management and Finance 

PO6 The Engineer and Society PO12 Lifelong learning 

 

Assessment Pattern 

Mark Distribution  
 

Total 
Marks 

CIE 
Marks 

ESE Marks 

150 75 75 

Continuous Internal Evaluation Pattern:  

Attendance 10 marks 

Project Guide  15 marks 

Project Report 10 marks 

Evaluation by the Committee (will be evaluating the level of completion  
and demonstration of functionality/specifications, presentation, 
oral examination, work knowledge and involvement)    : 40 marks 
 

Student Groups with 4 or 5 members should identify a topic of interest in consultation with a 
Faculty Advisor/Project Coordinator/Guide. Review the literature and gather information 
pertaining to the chosen topic. State the objectives and develop a methodology to achieve the 
objectives. Carryout the design/fabrication or develop codes/programs to achieve the objectives 
by strictly following steps specified in the teaching plan. Innovative design concepts, 
performance, scalability, reliability considerations, aesthetics/ergonomic, user experience and 
security aspects taken care of in the project shall be given due weight.  
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The progress of the mini project is evaluated based on a minimum of two reviews. The review 
committee may be constituted by  a senior faculty member, Mini Project coordinator and project 
guide. The internal evaluation shall be made based on the progress/outcome of the project, 
reports and a viva-voce examination, conducted internally by a 3-member committee. A project 
report is required at the end of the semester. The project has to be demonstrated for its full design 
specifications.  

 
End Semester Examination Pattern: 
 
The marks will be distributed as  

Presentation   : 30 marks 
Demo             : 20 marks 
Viva               : 25 marks. 
Total              : 75 marks. 

 
  TEACHING PLAN  

 
Students are expected to follow the following steps. 
1. Review of Literature and Identification of a problem 
2. Create an abstract with a problem statement, solution approach, technology stack, team, 

etc.  
3. Create Requirements Specification  
4. Create Design Document . This may include designs like, 

a. System Architecture Design 
b. Application Architecture Design  
c. GUI Design 
d. API Design 
e. Database Design 
f. Technology Stack 

5. Deployment, Test Run & Get Results 
6. Prepare Project Report 

 
Guidelines for the Report preparation 
 A bonafide report on the mini project shall be submitted within one week after the final 

presentation. Minimum number of pages should be 40. 
● Use Times New Roman font for the entire report – Chapter/Section Title – Times New 

Roman18, Bold; Heading 2 – Times New Roman16, Bold; Heading 3 – Times New 
Roman14, Bold; Body- Times New Roman 12, Normal. 

● Line Spacing – Between Heading 2 – 3 lines, between lines in paragraph 1.5 lines. 
● Alignments – Chapter/Section Title – Center, Heading 2 & 3 should be Left Aligned. 

Ensure that all body text is paragraph justified. 
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● Figures & Tables – Ensure that all Figures and Tables are suitably numbered and given 
proper names/headings.  Write figure title under the figure and table title above the table.  
  

● Suggestive order of documentation: 
i. Top Cover 
ii. Title page 
iii. Certification page 
iv. Acknowledgement  
v. Abstract 
vi. Table of Contents 
vii. List of Figures and Tables 
viii. Chapters 
ix. Appendices, if any 
x. References/Bibliography  
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CCT495 
BLOCK CHAIN AND 

CRYPTO CURRENCY 

CATEGORY L T P Credits 
Year of 

Introduction 

HONOURS 4 0 0 4 2019 

 
 

Preamble: The purpose of this course is to create awareness and understanding among students on the 

foundation of blockchain technology. The course introduces the cryptographic principles behind 

blockchain and helps the students understand concepts like consensus, crypto-currency, smart 

contracts, use cases etc. The course enables students to develop simple decentralized applications 

using blockchain networks such as Ethereum.  

 

Prerequisite: Basic knowledge in Cryptography and Operating Systems. 

 

Course Outcomes: After the completion of the course the student will be able to 

 

CO# Course Outcomes 

CO1 
Make use of the concepts of block chain technology. (Cognitive Knowledge Level: 
Understand) 

CO2 
Summarize the classification of consensus algorithms. (Cognitive Knowledge Level: 
Understand) 

CO3 
Illustrate the concepts of first decentralized crypto currency bitcoin. (Cognitive 
Knowledge Level: Apply) 

CO4 Implement smart contracts and its use cases. (Cognitive Knowledge Level: Apply) 

CO5 
Develop simple applications using Solidity language on Ethereum platform. (Cognitive 
Knowledge Level: Apply) 

 
 

   Mapping of course outcomes with program outcomes 

 

 PO1 PO2 PO3 PO4 PO5 PO6 
PO
7 

PO8 
PO
9 

PO1
0 

PO1
1 

PO1
2 

CO1    
  

 
     

 

CO2    
        

 



CO3    
 

 
      

 

CO4    
        

 

CO5       
      

 
 

Abstract POs defined by National Board of Accreditation 

PO# Broad PO PO# Broad PO 

PO1 Engineering Knowledge PO7 Environment and Sustainability 

PO2 Problem Analysis PO8 Ethics 

PO3 Design/Development of solutions PO9 Individual and team work 

PO4 
Conduct investigations of complex 
problems 

PO10 Communication 

PO5 Modern tool usage PO11 Project Management and Finance 

PO6 The Engineer and Society PO12 Lifelong learning 

 
Assessment Pattern 
 

Bloom’s Category 

Continuous Assessment Tests End Semester 
Examination 

Marks (%) Test1 (%) Test2 (%) 

Remember 20 20 20 

Understand 40 40 40 

Apply 40 40 40 

Analyze    

Evaluate    



Create    

 

Mark Distribution 

Total Marks CIE Marks ESE Marks ESE Duration 

150 50 100 3 hours 

 

Continuous Internal Evaluation Pattern: 

Attendance                                        : 10 marks 

Continuous Assessment Tests               : 25 marks 

Continuous Assessment Assignment   : 15 marks 

Internal Examination Pattern: 

Each of the two internal examinations has to be conducted out of 50 marks. First Internal Examination 
shall be preferably conducted after completing the first half of the syllabus and the Second Internal 
Examination shall be preferably conducted after completing the remaining part of the syllabus. There 
will be two parts: Part A and Part B.  Part A contains 5 questions (preferably, 2 questions each from the 
completed modules and 1 question from the partly covered module), having 3 marks for each question 
adding up to 15 marks for part A. Students should answer all questions from Part A. Part B contains 7 
questions (preferably, 3 questions each from the completed modules and 1 question from the partly 
covered module), each with 7 marks. Out of the 7 questions in Part B, a student should answer any 5. 

End Semester Examination Pattern: 

There will be two parts; Part A and Part B. Part A contain 10 questions with 2 questions from each 
module, having 3 marks for each question. Students should answer all questions. Part B contains 2 
questions from each module of which a student should answer any one. Each question can have a 
maximum 2 subdivisions and carries 14 marks. 

 

Syllabus 
 
Module 1 (Fundamentals of Blockchain Technology)  
 
Blockchain – Definition, architecture, elements of blockchain, benefits and limitations, types of 

blockchain. Consensus – definition, types, consensus in blockchain. Decentralization – Decentralization 

using blockchain, Methods of decentralization, Routes to decentralization, Blockchain and full 

ecosystem decentralization. 

 
 



Module 2 (Consensus Algorithms and Bitcoin)  
 
Consensus Algorithms, Crash fault-tolerance (CFT) algorithms – Paxos, Raft. Byzantine faulttolerance 

(BFT) algorithms – Practical Byzantine Fault Tolerance (PBFT), Proof of work (PoW), Proof of stake 

(PoS), Types of PoS. Bitcoin – Definition, Cryptographic keys – Private keys, public keys, addresses. 

Transactions – Lifecycle, coinbase transactions, transaction validation. Blockchain – The genesis block. 

Mining – Tasks of miners, mining algorithm, hash rate. Wallets – Types of wallets. 

 

Module 3 (Smart Contracts and Use cases) 
 
Smart Contracts – Definition, Smart contract templates, Oracles, Types of oracles, Deploying smart 

contracts. Decentralization terminology – Decentralized applications, Decentralized Autonomous 

Organizations. Use cases of Blockchain technology – Government, Health care, Finance, Supply chain 

management.  

 
Module 4 (Allied Technologies) 
 

Blockchain and allied technologies – Blockchain and Cloud Computing, Blockchain and Artificial 

Intelligence- Blockchain and cyber security 

 
Module 5 (Ethereum and Solidity) 
 
Ethereum – The Ethereum network. Components of the Ethereum ecosystem – Keys and addresses, Accounts, 

Transactions and messages. The Ethereum Virtual Machine, Blocks and blockchain. The Solidity language – The 

layout of a Solidity source code, Structure of a smart contract, variables, data types, control structures, events, 

inheritance, libraries, functions, error handling. Smart contracts Case study: Voting, Auction 

 

Text Book  
 

1. Imran Bashir,” Mastering Blockchain: A deep dive into distributed ledgers, consensus protocols, smart 

contracts, DApps, cryptocurrencies, Ethereum, and more”, Packt Publishing, Third edition, 2020.  

References  

1. Ritesh Modi, “Solidity Programming Essentials: A beginner's guide to build smart contracts for 

Ethereum  and blockchain”, Packt Publishing, First edition, 2018.  

2. Kumar Saurabh, Ashutosh Saxena, “Blockchain Technology: Concepts and Applications”, First 

Edition, Wiley Publications, First edition, 2020.  

3. Chandramouli Subramanian, Asha A George, et al,” Blockchain Technology”, Universities Press 

(India) Pvt. Ltd, First edition, August 2020.  

4. Lorne Lantz, Daniel Cawrey, “Mastering Blockchain: Unlocking the Power of Cryptocurrencies, Smart 

Contracts, and Decentralized Applications”, O'Reilly Media, First edition, 2020.  

5. Andreas M. Antonopoulos, Gavin Wood, “Mastering Ethereum: Building Smart Contracts and 

DApps”, O'Reilly Media, First edition, 2018.  



Course Level Assessment Questions 

 
Course Outcome 1 (CO1): 

1. Categorize consensus mechanism used in blockchain  

2. Define Blockchain. Explain how decentralization of computing or processing power is achieved by a 

blockchain  

 

Course Outcome 2 (CO2): 

1. Illustrate how Proof of Stake can achieve consensus among peers 

 

Course Outcome 3 (CO3):  
 

1. Describe the use of genesis block.  

2. Implement the mining algorithm used in bitcoin. 

 
Course Outcome 4 (CO4): 

1. Explain the applications of Block chain in cyber security. Illustrate with an example. 

Course Outcome 5 (CO5):  

1. Illustrate how blockchain technology can be used in supply chain management. 

2. Develop a smart contract application for voting process in which delegated voting is allowed and  

the counting is automatic and completely transparent at the same time 

MODEL QUESTION PAPER 

QP CODE:                                                                                                  Reg No:______________  

 

Name :______________                                                                                   PAGES : 3  

 

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY 

SEVENTH SEMESTER B.TECH DEGREE EXAMINATION, MONTH & YEAR 

Course Code: CCT 495  

Course Name: Blockchain and Cryptocurrency 

Max.Marks:100                                                                                                   Duration: 3 Hours 

PART A 

Answer all Questions. Each question carries 3 Marks 

1. Explain the benefits, features and limitations of blockchain technology. 

2. Define consensus and explain it’s importance. 

3. Differentiate between PoW and PoS. 



4. What is a bitcoin? Explain its need. 

5. What are the different types of Oracles? 

6. Write down the significance of a decentralized organization? 

7. Give any two applications of Blockchain in AI?. 

8. What is the importance of blockchain in cyber security ? 

9. Why Etherium Virtual machine is  important? 

10.  What is a Smart contract? 

(10*3=30 Marks) 

 

PART B 

Answer any One Question from each module. Each question carries 14 Marks 

 

11(a)Describe how decentralization is done using blockchain.    (6 marks) 

    (b)Briefly describe the different types of blockchain.     (8 marks) 

OR 

12(a) Explain the architecture of blockchain with a suitable diagram.   (8 marks) 

    (b) What is full ecosystem decentralization? Is it important?    (6 marks) 

 

13(a) Explain the working of a Crash fault-tolerance (CFT) algorithm.   (8 marks) 

    (b)Explain the different types of PoS?       (6 marks) 

OR 

14(a) How is transaction validation done?        (6 marks) 

    (b) Describe how genesis block Mining is done.       (8 marks) 

 

15(a) Illustrate how blockchain technology can be implemented in finance sector.  (6 marks) 

    (b)What is decentralization? Explain how it can be effectively done.   (8 marks) 

OR 

16(a) Illustrate how blockchain technology can be implemented in health sector.   (6 marks) 

    (b)How smart contracts be deployed?        (8 marks) 

 

17(a) Write down the applications of Blockchain technology in Cloud Networks.  (8 marks) 

    (b) Illustrate a case in which Cloud computing applications are deployed using blockchain  

         technologies.          (6 marks) 

 

 

 

 



OR 

18(a) Write down the applications of Blockchain technology in AI.    (8 marks) 

    (b) Illustrate a case in which AI applications are deployed using blockchain  

         technologies.          (6 marks) 

 

19(a) What are the components of a Etherium ecosystem?     (6 marks) 

    (b) What are the features of a Etherium Network?      (8 marks) 

OR 

20(a) Using Solidity language, create a simple bank contract that allows a user to deposit, withdraw  

                and view balance.         (8 marks) 

    (b) Schematically represent the structure of a smart contract.     (6 marks) 

 

TEACHING PLAN 

Sl.No Contents 

No.of Lecture 

Hrs  

(45) 

Module 1 (Fundamentals of Blockchain Technology) (9 hours) 
1.1 Blockchain – definition and architecture 1 

1.2 Elements of blockchain. 1 

1.3 Blockchain – benefits and limitations, types. 1 

1.4 Consensus – definition, types, consensus in blockchain 1 

1.5 Decentralization using blockchain,  1 

1.6 Methods of decentralization 1 

1.7 Routes to decentralization 1 

1.8 Blockchain  1 

1.9 Full ecosystem decentralization 1 

Module 2 (Consensus Algorithms and Bitcoin) (10 hours) 
2.1 Consensus Algorithms – Crash fault-tolerance (CFT) algorithms – Paxos, 

Raft. 1 

2.2 Byzantine fault-tolerance (BFT) algorithms – Practical Byzantine Fault 

Tolerance (PBFT) 1 

2.3 Proof of work (PoW), Proof of stake (PoS), Types of PoS 1 

2.4 Bitcoin – Definition  1 

2.5 Cryptographic keys – Private keys, public keys, addresses. 1 

2.6 Transactions – Lifecycle, coinbase transactions, transaction validation 1 

2.7 Blockchain – The genesis block. Mining – Tasks of miners 1 



2.8 Mining – mining algorithm 1 

2.9 Hash rate. Wallets  1 

2.10 Types of wallets 1 

Module 3 (Smart Contracts and Use cases) (8 hours) 
3.1 Smart Contracts – Definition, Smart contract templates 1 

3.2 Oracles, Types of oracles. 1 

3.3 Deploying smart contracts. 1 

3.4 Decentralization terminology –Decentralized applications 1 

3.5 Decentralized Autonomous Organizations 1 

3.6 Use cases of Blockchain technology – Government, Health care. 1 

3.7 Use cases of Blockchain technology – Finance  1 

3.8 Supply chain management 1 

Module 4 (Allied Technologies) (8 hours) 
4.1 Blockchain and Allied Technologies- Overview 1 

4.2 Blockchain and Cloud Computing 1 

4.3 Applications of Block chain in Cloud 1 

4.4 Blockchain and Artificial Intelligence. 1 

4.5 Applications of Block chain in AI 1 

4.6 Blockchain and Cyber Security. 1 

4.7 Case Studies-I 1 

4.8 Case Studies-II 1 

Module 5 (Ethereum and Solidity) (10 hours) 

5.1 Ethereum - The Ethereum network 1 

5.2 
Components of the Ethereum ecosystem – Keys and addresses, 

Accounts 

1 

5.3 
Components of the Ethereum ecosystem – Transactions and 

messages 

1 

5.4 The Ethereum Virtual Machine 1 

5.5 Ethereum Blocks and blockchain 1 

5.6 
The Solidity language – The layout of a Solidity source code, Structure of a 

smart contract, variables, data types 

1 

5.7 The Solidity language – control structures, events,inheritance, libraries 1 

5.8 The Solidity language – functions, error handling 1 

5.9 Smart contracts Case study: Voting. 1 

5.10 Smart contracts Case study: Auction 1 

 



CST497 REINFORCEMENT 
LEARNING 

CATEGORY L T P CREDIT YEAR OF 
INTRODUCTION 

VAC 3 1 0 4 2019 

Preamble: This course covers fundamental principles and techniques in reinforcement learning. 
Reinforcement learning is concerned with building programs that learn how to predict and act in a 
stochastic environment, based on past experience. Applications of reinforcement learning range 
from classical control problems, such as power plant optimization or dynamical system control, to 
game playing, inventory control, and many other fields. Topics include Markov decision process, 
dynamic programming, Monte Carlo, temporal difference,  function approximation reinforcement 
learning algorithms, and applications of reinforcement learning. This course enables the leaners to 
apply reinforcement learning on real world applications and research problems. 

Prerequisite: A pass in CST 294(Computational Fundamentals for Machine Learning) 

Course Outcomes:  After the completion of the course the student will be able to 

CO 1 Solve computational problems using probability and random variables. (Cognitive 
Knowledge Level: Apply) 

CO 2 Apply policy iteration and value iteration reinforcement learning algorithms. 
(Cognitive Knowledge Level: Apply) 

CO 3 Employ Monte Carlo reinforcement learning algorithms. (Cognitive Knowledge 
Level: Apply) 

CO 4 Apply temporal-difference reinforcement learning algorithms.(Cognitive Knowledge 
Level: Apply) 

CO 5 Apply on-policy and off-policy reinforcement learning algorithms with function 
approximation. (Cognitive Knowledge Level: Apply) 

Mapping of course outcomes with program outcomes 

PO 
1 

PO 
2 

PO 3 PO 4 PO 
5 

PO 6 PO 
7 

PO 
8 

PO 
9 

PO 
10 

PO 11 PO 
12 

CO 1 

CO 2 

CO 3 

CO 4 

CO 5 
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Abstract POs defined by National Board of Accreditation 
PO# Broad PO PO# Broad PO 
PO1 Engineering Knowledge  PO7 Environment and Sustainability  

PO2 Problem Analysis  PO8 Ethics  

PO3 Design/Development of solutions  PO9 Individual and team work  

PO4 Conduct investigations of complex 
problems  

PO10 Communication  

PO5 Modern tool usage   PO11 Project Management and Finance  

PO6 The Engineer and Society  PO12 Life long learning  

 

Assessment Pattern 

Bloom’s Category Continuous Assessment Tests End Semester  
Examination 1 2 

Remember 30% 30% 30% 

Understand 30% 30% 30% 

Apply 40% 40% 40% 

Analyse    

Evaluate    

Create    
 

Mark Distribution 

Total Marks CIE Marks ESE Marks ESE Duration 

150 50 100 3 hours 

 

Continuous Internal Evaluation Pattern: 

Attendance    : 10 marks 

Continuous Assessment Tests  : 25 marks 

Continuous Assessment Assignment : 15 marks 
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Internal Examination Pattern:  

Each of the two internal examinations has to be conducted out of 50 marks 

First Internal Examination  shall be preferably conducted after completing the first half of the 
syllabus and the Second Internal Examination  shall be preferably conducted after completing 
remaining part of the syllabus. 

There will be two parts: Part A and Part B. Part A contains 5 questions (preferably, 2 questions 
each from the completed modules and 1 question from the partly covered module), having 3 
marks for each question adding up to 15 marks for part A. Students should answer all questions 
from Part A. Part B contains 7 questions (preferably, 3 questions each from the completed 
modules and 1 question from the partly covered module), each with 7 marks. Out of the 7 
questions in Part B, a student should answer any 5. 

End Semester Examination Pattern:There will be two parts; Part A and Part B. Part A contain 
10 questions with 2 questions from each module, having 3 marks for each question. Students 
should answer all questions. Part B contains 2 questions from each module of which student 
should answer anyone. Each question can have maximum 2 sub-divisions and carry 14 marks.  

Syllabus 
Module 1 (Review Of Probability Concepts) 

Probability concepts review - Axioms of probability, concepts of random variables, probability 
mass function, probability density function, cumulative density functions, Expectation. 
Concepts of joint and multiple random variables, joint, conditional and marginal distributions. 
Correlation and independence. 

Module 2 (Markov Decision Process) 

Introduction to Reinforcement Learning(RL) terminology - Examples of RL, Elements of RL, 
Limitations and Scope of RL. 

Finite Markov Decision Processes - The Agent–Environment Interface, Goals and Rewards, 
Returns and Episodes, Policies and Value Functions, Optimal Policies and Optimal Value 
Functions. 

Module 3  (Prediction And Control) 

Dynamic Programming -  Policy Evaluation (Prediction), Policy Improvement, Policy 
Iteration, Value Iteration. 

Monte Carlo (MC) for model free prediction and control - Monte Carlo Prediction, Monte 
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Carlo Estimation of Action Values, Monte Carlo Control, Monte Carlo Control without 
Exploring Starts, Off-policy Prediction via Importance Sampling, Incremental Implementation, 
Off-policy Monte Carlo Control. 

Module 4  (Temporal-Difference (TD) Methods For Model Free Prediction And Control) 

TD Methods - TD Prediction, Advantages of TD Prediction Methods, Optimality of TD(0), 
Sarsa: On-policy TD Control, Q-learning: Off-policy TD Control, Expected Sarsa. 

n-step Bootstrapping- n-step TD Prediction, n-step Sarsa, step Off-policy Learning, Off-policy
Learning Without Importance Sampling: The n-step Tree Backup Algorithm.

Module 5  (Function Approximation Method) 

On-policy Prediction with Approximation - Value-function Approximation, The Prediction 
Objective, Stochastic-gradient Methods, Linear Methods. 

Eligibility Traces - The λ-return, TD(λ), n-step Truncated λ-return Methods, Sarsa(λ). 

Policy Gradient Methods - Policy Approximation and its Advantages, The Policy Gradient 
Theorem, REINFORCE: Monte Carlo Policy Gradient, REINFORCE with Baseline, Actor–
Critic Methods. 

Text book: 

1 Richard S. Sutton and Andrew G. Barto,  Reinforcement Learning: An Introduction, , 2nd 
Edition  

2 Alberto Leon-Garcia,  Probability, Statistics, and Random Processes for Electrical 
Engineering, 3rd Edition,  

Reference books: 

1 Reinforcement Learning: State-of-the-Art, Marco Wiering and Martijn van Otterlo, Eds 

2 Algorithms for Reinforcement Learning, Szepesvari (2010),  Morgan & Claypool. 

3 Artificial Intelligence: A Modern Approach, Stuart J. Russell and Peter Norvig 

4 Mathematical Statistics and Data Analysis by John A. Rice,University of California, 
Berkeley, Third edition, published by Cengage. 

5 Machine Learning: A Probabilistic Perspective, Kevin P. Murphy 
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Sample Course Level Assessment Questions. 

Course Outcome 1 (CO1): 

1 Let Jand Tbe independent events, where P(J)=0.4and P(T)=0.7. Find P(J∩T), P(J∪T) 

and P(J∩T′) 

2 Let A and B be events such that P(A)=0.45 , P(B)=0.35 and P(A∪B)=0.5. Find P(A∣B ). 

3 A random variable Rhas the probability distribution as shown in the following table: 

     

Given that E(R)=2.85, find a and band P(R>2). 

4 A biased coin (with probability of obtaining a head equal to p > 0) is tossed repeatedly 
and independently until the first head is observed. Compute the probability that the first 
head appears at an even numbered toss. 

5 Two players A and B are competing at a quiz game involving a series of questions. On 
any individual question, the probabilities that A and B give the correct answer are p and q 
respectively, for all questions, with outcomes for different questions being independent. 
The game finishes when a player wins by answering a question correctly. Compute the 
probability that A wins if 

(i) A answers the first question,  

(ii) B answers the first question. 
 

6 A coin for which P(heads) = pis tossed until two successive tails are obtained. Find the 
probability that the experiment is completed on thenthtoss. 

7 An urn contains p black balls, q white balls, and r red balls; and n balls are chosen 
without replacement.  

i. Find the joint distribution of the numbers of black, white, and red balls in the 
 sample. 

ii. Find the joint distribution of the numbers of black and white balls in the 
 sample. 

iii. Find the marginal distribution of the number of white balls in the sample. 
8 Suppose that two components have independent exponentially distributed lifetimes, 

T1and T2, with parameters αand β, respectively. Find (a) P( T1> T2)and (b) P( T1> 2 
T2). 
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9 Let Z1 and Z2 be independent random variables each having the standard normal 
distribution. Define the random variables X and Y by X = Z1 + 3Z2 and Y = Z1+ Z2. 
Argue that the joint distribution of (X, Y) is a bivariate normal distribution. What are the 
parameters of this distribution? 

10  Given a continuous random variable x, with cumulative distribution function Fx(x), 
show that the random variable y = Fx(x) is uniformly distributed. 

11 ou roll a fair dice twice. Let the random variable X be the product of the outcomes of the 
two rolls. What is the probability mass function of X? What are the expected values and 
the standard deviation of X? 

12 Show that if two events Aand Bare independent, then Aand B'are independent 

13 Prove that Xand Yare independent if and only if fX|Y (x|y) = fX(x)for all xand y 

14 A random square has a side length that is a uniform [0, 1] random variable. Find the 
expected area of the square.Let X be a continuous random variable with the density 
function f (x) = 2x, 0 ≤ x ≤ 1 

i. Find E(X). 
ii. Find E(X2)and Var(X). 
 

Course Outcome 2 (CO2): 

1 What are the main differences between supervised learning and reinforcement learning?  
2 Give examples of Markovian and non-Markovian environments? 

3 What are the advantages and disadvantages of value methods vs policy methods?  
4 Define the optimal state-value function V*(s) for an MDP. 
5 Imagine that the rewards are at most 1 everywhere. What is the maximum value that the 

discounted return can attain ? Why ? 

6 Write down the Bellman optimality equation for state-value functions 

7 Suppose that you are in a casino. You have Rs 20 and will play until you lose it all or as 
soon as you double your money. You can choose to play two slot machines: 1) slot 
machine A costs Rs 10 to play and will return Rs 20 with probability 0.05 and Rs 0 
otherwise; and 2) slot machine B costs Rs 20 to play and will return Rs30 with probability 
0.01 and Rs 0 otherwise. Until you are done, you will choose to play machine A or 
machine B in each turn. Describe the state space, action space, rewards and transition 
probabilities. Assume the discount factor γ = 1. Rewards should yield a higher reward 
when terminating with Rs 40 than when terminating with Rs 0. Also, the reward for 
terminating with Rs 40 should be the same regardless of how we got there (and 
equivalently for Rs 0). 
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Course Outcome 3 (CO3): 

1 Explain policy iteration and value iteration? What are their similarities and differences? 

2 Why Monte Carlo methods for learning value functions require episodic tasks? How is it 
 that n-step TD methods avoid this limitation and can work with continuing tasks? 

3 List any three uses of the depth parameter in the Monte-Carlo tree search procedure. 

4 Given that qπ(s, a) > vπ(s), can we conclude that π is not an optimal policy. Justify 

Course Outcome 4 (CO4): 

1 Draw the backup diagram for 2-step Sarsa. Write the corresponding learning rule for 2-
step Sarsa. 

2 Why is Sarsa an on-policy algorithm while Q-learning is an off-policy algorithm?  
3 How would you differentiate between learning algorithms using on-policy from those 

that use off-policy? 
4 When using Temporal Difference learning, why is it better to learn action values (Q-

values) rather than state values (V-values)? 
5 Supose that a Q-learning agent always chooses the action which maximizes the Q-value. 

What is one potential problem with that approach? 
6 Describe any two ways that will force a Q-learning agent to explore. 
7 Why and when do we need importance sampling? 

 

Course Outcome 5 (CO5): 

1 How do you deal with a large possible action space in reinforcement learning? 

2 List any two benefits of policy gradient methods over value function based methods. 

3 What is the relation between Q-learning and policy gradients methods? 

4 Consider a five state random walk. There are five states, s1, s2, ..., s5, in a row with two 
actions each, left and right. There are two terminal states at each end, with a reward of +1 
for terminating on the right, after s5 and a reward of 0 for all other transitions, including 
the one terminating on the left after s1. In designing a linear function approximator, what 
is the least number of state features required to represent the value of the equi-probable 
random policy? 
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Model Question paper 

    

 QP Code :   Total Pages:  4 

Reg No.:_______________  Name:__________________________ 

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY 

SEVENTH SEMESTER B.TECH DEGREE EXAMINATION (HONOURS), MONTH and YEAR 

Course Code: CST497 

Course Name: REINFORCEMENT LEARNING 

Max. Marks: 100  Duration: 3 Hours 

PART A 

  Answer all questions, each carries 3 marks.  

1  The first three digits of a telephone number are 452. If all the sequences of the 
remaining four digits are equally likely, what is the probability that a randomly 
selected telephone number contains seven distinct digits? 

 

2  If X is a discrete uniform random variable, i.e., P(X = k) = 1/n for k = 1, 2, ... , 
n, find E(X)and Var(X). 

 

3  Define the discounted return Gt. Give an expression for Gtin terms of Gt+1.   

4  Write down the Bellman expectation equation for state-value functions.  

5  Suppose that we are doing value iteration with γ = 0. How many iterations will 
it take for value iteration to converge to the optimal value function? 

 

6  List any three advantages of Monte Carlo methods over dynamic programming 
techniques? 

 

7  Draw the backup diagram for 2-step Q-learning. Write the corresponding 
learning rule for 2-step Q-learning. 

 

8  Why Monte Carlo methods for learning value functions require episodic tasks. 
How does n-step TD methods avoid this limitation and can work with 
continuing tasks? 

 

9  In using policy gradient methods, if we make use of the average reward 
formulation rather than the discounted reward formulation, then is it necessary 
to consider, for problems that do not have a unique start state, a designated start 
state, s0? Justify. 

 

10  Value function based methods are oriented towards finding deterministic  
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policies whereas policy search methods are geared towards finding stochastic 
policies. True or false? Justify. 

 

 

10 x 3 = 30 

    

PART B 

Answer any one Question from each module. Each question carries 14 Marks 

11 a) 

 

Three players play 10 independent rounds of a game, and each player has 
probability 1/3 of winning each round. Find the joint distribution of the numbers 
of games won by each of the three players. 

(7) 
 

 b) 

 

Find the joint density of X + Y and X/Y, where X and Y are independent 
exponential random variables with parameter λ. Show that X + Y and X/Yare 
independent. 

(7) 

  OR  

12 a) An experiment consists of throwing a fair coin four times. Find the probability 
mass function and the cumulative distribution function of the following random 
variables: 

i the number of heads before the first tail 
ii the number of heads following the first tail 

iii the number of heads minus the number of tails 

iv the number of tails times the number of heads. 

(7) 

 b) Let X be a continuous random variable with probability density function on  
0 <=  x <= 1 defined by f(x) = 3x2. Find the pdf of Y = X2. 

(7) 

13 a) What is the difference between a state value function V(s) and a state-action 
value function Q(s,a)? 

(4) 

 b) Consider designing a recycling robot whose job is to collect empty bottles 
around the building. The robot has a sensor to detect when a bottle is in front of 
it, and a gripper to pick up the bottle. It also senses the level of its battery. The 
robot can navigate, as well as pick up a bottle and throw a bottle it is holding in 
the trash. There is a battery charger in the building, and the robot should not run 
out of battery. 

i. Describe this problem as an MDP. What are the states and actions? 

ii. Suppose that you want the robot to collect as many bottles as possible, 
while not running out of battery. Describe what rewards would enable it 
to achieve this task. 

(10) 
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  OR  

14 a) Define the state-value function Vπ(s) for a discounted MDP. (5) 

 b) Consider a 4x4 gridworld where the agent starts in the top left, the bottom righ  
state is terminal, rewards are always -1, γ = 1, and state transitions ar  
deterministic. Consider the policy that always chooses the action to move down  
except when it is on the bottom row, at which point it chooses the action to mov  
right. Starting with v0(s) = 0 for all s, compute v1, v2, ... , v7. 

(10) 

15 a) During a single iteration of the Value Iteration algorithm, we typically iterate 
over the states in S in some order to update Vt(s) to Vt+1(s) for all states s. Is it 
possible to do this iterative process in parallel? Explain why or why not. 

(5) 

 b) Consider an undiscounted Markov Reward Process with two states A and B. 
The transition matrix and reward function are unknown, but you have observed 
two sample episodes: 

A +3   -->   A  +2  -->   B -4    -->   A +4    -->   B -3 

B -2  -->   A +3   -->   B -3  
i. Using first-visit Monte-Carlo evaluation, estimate the state-value 

function V(A),V(B). 
ii. Using every-visit Monte-Carlo evaluation, estimate the state-value 

function V(A),V(B). 
iii. Draw a diagram of the Markov Reward Process that best explains these 

two episodes. Show rewards and transition probabilities on your 
diagram. 

(9) 

  OR  

16 a) Suppose you are given a finite set of transition data. Assuming that the Markov 
model that can be formed with the given data is the actual MDP from which the 
data is generated, will the value functions calculated by the MC and TD 
methods necessarily agree? Justify. 

(4) 

 b) With respect to the expected Sarsa algorithm, is exploration required as it is in 
the normal Sarsa and Q-learning algorithms? Justify. 

(5) 

 c) For a specific MDP, suppose we have a policy that we want to evaluate through 
the use of actual experience in the environment alone and using Monte Carlo 
methods. We decide to use the first-visit approach along with the technique of 
always picking the start state at random from the available set of states. Will this 
approach ensure complete evaluation of the action value function corresponding 
to the policy? 

(5) 

17 a) Consider the following Q[S,A] table (9) 

COMPUTER SCIENCE AND ENGINEERING



 
 
 
 
 
 
Assume the discount factor, γ= 0.5, and the step size, α = 0.1. After the 
experience (s, a, r, s')=(1, 1, 5, 2), which value of the table gets updated and 
what is its new value? 

 b) What is the difference between Q-learning and Sarsa? (5) 

  OR  

18 a) Consider the  following Q[S,A] table 

 
 
 
 
 
 
Assume the discount factor, γ= 0.5, and the step size, α = 0.1. After the 
experience (s, a, r, s', a')=(1, 1, 5, 2, 1), which value of the table gets updated 
and what is its new value? 

(9) 

 b) For Q-learning to converge we need to correctly manage the exploration vs. 
exploitation tradeoff. What property needs to be hold for the exploration 
strategy? 

(5) 

19 a) Given the following sequence of states observed from the beginning of an 
episode, s2, s1, s3, s2, s1, s2, s1, s6, what is the eligibility value, e7(s1), of state s1at 
time step 7 given trace decay parameter λ, discount rate γ, and initial value, 
e0(s1) = 0, when accumulating traces are used? What is the eligibility value if 
replacing traces are used? 

(8) 

 b) Suppose that we are using a policy gradient method to solve a reinforcement 
learning problem and the policy returned by the method is not optimal. Give 
three plausible reasons for such an outcome? 

(6) 

  OR  

20 a) Suppose that we have a Q-value function represented as a sigmoid function of a 
set of features: 
 

(8) 
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Write down the update rule that Sarsa would give for this function.  
 

 b) Suppose that in a particular problem, the agent keeps going back to the same 
state in a loop. What is the maximum value that can be taken by the eligibility 
trace of such a state if we consider accumulating traces with λ = 0.25 and  γ = 
0.8? 

 
(6) 
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No Topic 
No. of 

Lectures 

(42) 

Module-1 (Review Of Probability Concepts)  TB-2(Ch 2,3,4,5) 
(8 hours) 

1.1 Axioms of probability, concepts of random variables 
1 hour 

1.2 Probability mass function 1 hour 

1.3 Probability density function 1 hour 

1.4 Cumulative density functions 1 hour 

1.5. Expectation of random variables 1 hour 

1.6. Joint and multiple random variables 1 hour 

1.7 Conditional and marginal distributions 1 hour 

1.8 Correlation and independence 1 hour 

Module-2  (Markov Decision Process)  TB-1(Ch 1,3)(8 hours) 

2.1. Introduction to Reinforcement Learning(RL) terminology - Examples of RL, 
Elements of RL, Limitations and Scope of RL 1 hour 

2.2 Finite Markov Decision Processes 1 hour 

2.3 The Agent–Environment Interface 1 hour 

2.4. Goals and Rewards 1 hour 

2.5. Returns and Episodes 1 hour 

2.6. Policies and Value Functions 1 hour 

2.7 Optimal Policies and Optimal Value Functions 1 hour 

2.8 Optimal Policies and Optimal Value Functions 1 hour 

Module-3  (Prediction And Control) TB-1(Ch 4,5)  (9 hours) 

Teaching Plan
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3.1 Policy Evaluation (Prediction) 1 hour 

3.2 Policy Improvement 1 hour 

3.3 Policy Iteration, Value Iteration 1 hour 

3.4 Monte Carlo Prediction 1 hour 

3.5 Monte Carlo Estimation of Action Values 1 hour 

3.6 Monte Carlo Control, Monte Carlo Control without Exploring Starts 1 hour 

3.7 Off-policy Prediction via Importance Sampling 1 hour 

3.8 Incremental Implementation 1 hour 
3.9 Off-policy Monte Carlo Control 1 hour 

Module-4 (Temporal-Difference( Td) Methods) TB-1 (Ch 6,7) (8 hours) 
4.1 TD Prediction, Advantages of TD Prediction Methods 1 hour 

4.2 Optimality of TD(0) 1 hour 

4.3 Sarsa: On-policy TD Control 1 hour 
4.4 Q-learning: Off-policy TD Control 1 hour 

4.5 Expected Sarsa 1 hour 

4.6 n-step TD Prediction, n-step Sarsa 1 hour 

4.7 n-step Off-policy Learning 1 hour 

4.8 Off-policy Learning Without Importance Sampling: The n-step Tree Backup 
Algorithm 

1 hour 

Module-5 (Function Approximation Method) TB-1 (Ch 9,12,13) (9 hours) 

5.1 Value-function Approximation 1 hour 

5.2 The Prediction Objective 1 hour 

5.3 Stochastic-gradient Methods 1 hour 

5.4 Linear Methods 1 hour 

5.5 The Lambda-return , TD(Lambda) 1 hour 

5.6 n-step Truncated Lambda-return Methods, Sarsa(Lambda) 1 hour 

5.7 Policy Approximation and its Advantages 1 hour 

5.8 The Policy Gradient Theorem, REINFORCE: Monte Carlo Policy Gradient 1 hour 

5.9 REINFORCE with Baseline, Actor–Critic Methods 1 hour 
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SURVEILLANCE VIDEO 

ANALYTICS 

 

Category L T P Credit 

Honors 3 1 0 3 

 

Preamble:  

This course provide a comprehensive understanding of the principles, techniques, and applications 

of video analytics in the field of surveillance. The ability to extract meaningful insights and 

actionable intelligence from surveillance videos is crucial for enhancing situational awareness, 

detecting anomalies, and making informed decisions. Prerequisite: Basic knowledge in set theory. 

 

Prerequisite: Basic concepts  in Basic Image Processing and  video analytics 

 

Mapping of course outcomes with program outcomes 

 

CO1 Use the probability concepts, statistical pattern recognition to analyze image and video 

(Cognitive Knowledge level: Apply) 

CO2 
Demonstrate  knowledge and skills to effectively preprocess and post-process data 

(Cognitive knowledge level: Apply) 

CO3 
Explain the video analytic architectures, hardware devices, classification trees, and 

various algorithms for attribute classification (Cognitive Knowledge level: 

Understand) 

CO4 
Describe the techniques and algorithms in  video processing and motion estimation 

(Cognitive Knowledge level: Understand) 

CO5 Demonstrate the concepts of video coding (Cognitive Knowledge level:  Apply) 

 

 

Mapping of course outcomes with program outcomes 

 

 PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO1

0 

PO11 PO1

2 

CO1            
 

CO2            
 

CO3            
 

CO4            
 

CO5            
 

AIT
499



 

 

 

Abstract POs defined by National Board of Accreditation 

PO# Broad PO PO# Broad PO 

PO1 Engineering Knowledge PO7 Environment and Sustainability 

PO2 Problem Analysis PO8 Ethics  

PO3 Design/Development of solutions PO9 Individual and team work 

 

PO4 

Conduct investigations of 

complex problems 

 

PO10 

 

Communication 

PO5 Modern tool usage PO11 Project Management and Finance 

PO6 The Engineer and Society PO12 Life long learning 

 

Assessment Pattern 

Bloom’s 
Category 

Continuous Assessment Tests 
End Semester Examination 

Marks (%) 

Test 1 (%) Test 2 (%) 

Remember 20 20 20 

Understand 50 50 50 

Apply 30 30 30 

Analyze    

Evaluate 
   

Create    

 

 

Mark Distribution  

 

Total Marks CIE Marks ESE Marks ESE Duration 

150 50 100 3 

 



 

Continuous Internal Evaluation Pattern:  

Attendance 10 marks 

Continuous Assessment Tests(Average of  Internal Tests1&2) 25 marks 

Continuous Assessment Assignment 15 marks 

Internal Examination Pattern 

Each of the two internal examinations has to be conducted out of 50 marks. First series test shall 

be preferably conducted after completing the first half of the syllabus and the second series test 

shall be preferably conducted after completing remaining part of the syllabus. There will be two 

parts: Part A and Part B. Part A contains 5 questions (preferably, 2 questions each from the 

completed modules and 1 question from the partly completed module), having 3 marks for each 

question adding up to 15 marks for part A. Students should answer all questions from Part A. Part 

B contains 7 questions (preferably, 3 questions each from the completed modules and 1 question 

from the partly completed module), each with 7 marks. Out of the 7 questions, a student should 

answer any5. 

End Semester Examination Pattern: 

There will be two parts; Part A and Part B. Part A contains 10 questions with 2 questions from 

each module, having 3 marks for each question. Students should answer all questions. Part B 

contains 2 full questions from each module of which student should answer any one. Each 

question can have maximum 2 sub-divisions and carries 14 marks. 

 

Syllabus 

Module – 1 (Fundamentals and Requirements) 

Probability concepts, Sampling Concepts, Generating Random Variables, Exploratory Data 

Analysis, Monte Carlo Methods for Inferential Statistics, Data Partitioning, Probability Density 

Estimation, Statistical Pattern Recognition, and Nonparametric Regression. 

Basic image analysis, and the four core analytics categories used in video surveillance; VMD, 

Heuristics, Conventional Object Detection, and Deep Learning Object Detection(Basics) deep 

learning neural networks for video analytics, datasets for neural network training (e.g. COCO, 

ImageNet, Pascal2, Wider, Government datasets) 

Module - 2(Pre-processing and Feature Extraction)  

Preprocessing and Post processing in data mining – Steps in Preprocessing, Discretization, Manual 

Approach, Binning, Entropy- based Discretization, Gaussian Approximation, K-tile method, Chi 

Merge, Feature extraction, selection and construction, Feature extraction Algorithms, Feature 

selection, Feature construction, Missing Data, Post processing 

Module - 3 (Video analytic architecture)  



 

Video analytic architectures, video analytic hardware devices, Classification trees, Algorithms for 

Normal Attributes, Information Theory and Information. Entropy, Building tree, Highly- 

Branching Attributes, ID3 to c4.5, CHAID, CART, Regression Trees, Model Trees, Pruning. 

Module - 4 (Steps of Video Processing) 

Basic Steps of Video Processing: Analog video, Digital Video, Time varying Image Formation 

models : 3D motion models, Geometric Image formation , Photometric Image formation, sampling 

of video signals, filtering operations 2-D Motion Estimation: Optical flow, general methodologies, 

pixel based motion estimation, Block matching algorithm 

Module - 5 (Motion Estimation)  

Motion estimation: Mesh based motion Estimation, global Motion Estimation, Region based 

motion estimation, multi resolution motion estimation. Coding: Waveform based coding, Block 

based transform coding, predictive coding, Application of motion estimation in video coding. 

 

Text Books 

1. Richard Szeliski , Computer Vision: Algorithms and Applications, A free electronic copy is 

available online. 

2. Emanuele Trucco and Alessandro Verri, Introductory techniques for 3-D Computer Vision,  

Reference Books 

1. Multiple View Geometry in Computer Vision (2nd edition) by Richard hartley and Andrew  

Zisserman 

2. Computer Vision: A Modern Approach by David Forsyth and Jean Ponce. 

3. Digital Image Processing (Rafael Gonzalez and Richard Woods) 

4. Yao wang, Joem Ostarmann and Ya – quin Zhang, Video processing and communication 

,1st edition , PHI. 

5. M. Tekalp , Digital video Processing, Prentice Hall International 

Course Level Assessment Questions 

Course Outcome1 (CO1):  

1. Explain Monte Carlo Simulation. 

2. Discuss the importance of data partitioning in data mining and statistical analysis 

3. Explain the concept of deep learning object detection and its significance in computer 

vision applications. 

 

Course Outcome 2(CO2): 

1. Explain the concept of entropy-based discretization in data mining and its role in feature 

transformation 



 

2. Discuss the challenges and techniques associated with handling missing data in Video 

analysis.  

3. Explain the concept of binning in data preprocessing and its significance in handling 

continuous variables. Discuss the steps involved in the binning process, including defining 

bin boundaries, assigning data points to bins, and aggregating data within each bin.  

 

 

Course Outcome 3 (CO3):  

1. Describe the components and architecture of video analytics systems. Explain the key 

elements involved in video analytic architectures, including hardware devices, software 

algorithms, and network infrastructure. 

2. Discuss the different discretization techniques, such as equal-width binning, equal-

frequency binning, and entropy-based discretization. 

3. Describe the concept of feature construction in machine learning and its role in enhancing 

the predictive power of models 

 

Course Outcome 4(CO4): .  

1. Explain the concept of geometric image formation in computer vision and its role in 

understanding the relationship between the 3D world and 2D image observations 

2. Discuss the concept of filtering operations in video processing and their significance in 

enhancing visual quality and extracting relevant information. 

3. Explain the concept of the block matching algorithm in motion estimation and its 

significance in video analysis 

 

Course Outcome 5(CO5):   

1. Describe the concept of mesh-based motion estimation in video analysis and its role in 

accurately tracking object motion 

2. Explain the concept of multi-resolution motion estimation in video analysis and its 

significance in capturing motion information at different levels of detail. 
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APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY 

EIGHTH SEMESTER B.TECH DEGREE EXAMINATION, MONTH & YEAR 

 

Course Name SURVEILLANCE VIDEO ANALYTICS 

Max.Marks:100                                                                                                   Duration: 3 Hours 

PART A 

Answer All Questions. Each Question Carries 3 Marks 

1.  List the  pre and post processing techniques used in data mining.                                                                                 

2.  Discuss the importance of data partitioning in data mining and statistical analysis.  

3.  List the data compression technique used in decision tree and types of pruning.   

4.  Derive the optical flow constraint equation.  

5.  Explain Gaussian Approximation and its relevance in data analysis.  

6.  Give the different video analytic architectures available, and specify how they 

contribute to video analytics. 
 

7.  How can 3D motion models be applied in the field of augmented reality (AR)?  

8.  List any three potential applications of optical flow in computer vision and video 

analysis? 
 

9.  Derive the equation for mesh-based motion estimation technique.  

10.  How does block-based transform coding contribute to video compression by  

Course Code:  AIT 499



 

exploiting spatial and temporal redundancies? (10x3=30) 

Part B 

(Answer any one question from each module. Each question carries 14 Marks) 

11.  (a) Describe the Monte Carlo method for inferential statistics, steps involved and 

its significance in addressing complex statistical problems. 
(7) 

(b) Explain the concept of conventional object detection in computer vision and 

its key components. 
(7) 

 OR  

12.  (a) Define random variables in probability theory and explain their significance 

in statistical analysis 

(7) 

(b) Define the four core analytics categories used in video surveillance (7) 

13.  (a) Explain the importance of preprocessing and postprocessing in data mining 

and their respective roles in the overall Video analysis process 
(14) 

OR 

14.  (a) Explain the k-tile method in inferential statistics, its steps, purpose, and 

significance. 

(7) 

(b) Explain the Chi-Merge algorithm used in statistical analysis for merging 

adjacent intervals in a discretized dataset 

(7) 

    

15.  (a) Discuss how entropy is calculated and interpreted for various video analysis 

tasks. 
(7) 

(b) Explain Regression Trees (CART) algorithm in machine learning, the key 

steps involved in building CART models. 
(7) 

OR 

16.  (a) Describe the algorithm for handling normal attributes in statistical analysis. (7) 

(b) Explain the concepts of regression trees and pruning in decision tree-based (7) 



 

modeling. 

17.  (a) Explain in detail the steps involved in structure from motion (SSM) method 

for 3D reconstruction. 

(14) 

OR 

18.  (a) Describe the pixel-based motion estimation in video analysis, its principles, 

methodologies, and applications. 

(7) 

(b) Describe the concept of mesh-based motion estimation in video analysis and 

its role in accurately tracking object motion 

(7) 

19.  (a) Explain the concept of multi-resolution motion estimation in video analysis 

and its significance in capturing motion information at different levels.  
(14) 

OR 

20.  (a) Discuss the various applications of motion estimation in video coding. (14) 

 

 

 

 

 

Teaching Plan 
     Module - 1 (Fundamentals and Requirements) (10 hours) 

1.1 Probability concepts, Sampling Concepts, Generating Random Variables 2 hour 

1.2 Exploratory Data Analysis, Monte Carlo Methods for Inferential Statistics, 

Data Partitioning, Probability Density Estimation, Statistical Pattern 

Recognition, and Nonparametric Regression. 

3 hour 

1.3 Basic image analysis, and the 4 core analytics categories used in video 

surveillance; 

2 hour 

1.4 VMD, Heuristics, Conventional Object Detection, and Deep Learning 

Object Detection, deep learning. 

2 hour 

1.5 neural networks for video analytics, datasets for neural network training 

(e.g. COCO, ImageNet, Pascal2, Wider, Government datasets)  

1 hour 

Module - 2 (Pre-processing and Feature Extraction) (9 hours) 

2.1 Preprocessing and Post processing in data mining – Steps in Preprocessing 1 hour 



 

2.2 Discretization, Manual Approach, Binning 2 hour 

2.3 Entropy- based Discretization, Gaussian Approximation 1 hour 

2.4 K-tile method, Chi Merge 1 hour 

2.5 Feature extraction algorithms 1 hour 

2.6 Feature selection 1 hour 

2.7  Feature construction 1 hour 

2.8 Missing Data, Post processing 1 hour 

Module - 3 (Video analytic architecture) 

(9 hours) 

3.1  Video analytic architectures, video analytic hardware devices 2 hour 

3.2 Classification trees, Algorithms for Normal Attributes 2 hour 

3.3 Information Theory and Information. Entropy,Building tree 2 hour 

3.4 Highly- Branching Attributes, ID3 to c4.5 1 hour 

3.5 CHAID, CART 1 hour 

3.6 Regression Trees, Model Trees, Pruning. 1 hour 

 

Module - 4 (Steps in video processing)  

 

(9 hours) 

 4.1 Basic Steps of Video Processing: Analog video, Digital Video sampling  1 hour 

4.2 Time varying Image Formation models : 3D motion models 2 hour 

4.3 Geometric Image formation , Photometric Image formation 2 hour 

4.4 video signals, filtering operations 1 hour 

4.5 2-D Motion Estimation: Optical flow, general methodologies 2 hour 

4.6 pixel based motion estimation, Block matching algorithm. 1 hour 

Module - 5 (Video Compression) 

(8 hours) 

5.1 
Motion estimation: Mesh based motion Estimation, global Motion 

estimation 
2 hour 

5.2 Region based motion estimation 1 hour 

5.3 multi resolution motion estimation 1 hour 

5.4 Coding: Waveform based coding 1 hour 

5.5 Block based transform coding 1 hour 

5.6 predictive coding 1 hour 



 

5.7 Application of motion estimation in video coding. 1 hour 

 
 

 

 


